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Abstract 

The growth of digital surveillance tools to address what is an ever changing set of public safety 

issues has brought forth acute ethical and legal questions. As states put in place greater 

surveillance measures in response to terror, cyber crime and pandemics the balance between 

national security requirements and individual privacy has tipped. This paper looks at the ethical 

issues presented by cyber surveillance which is put forward in the name of public protection. We 

draw from literature in the fields of cyber security, data ethics and legal studies to look at the basic 

principles of privacy, proportionality and accountability in surveillance policy. Also we do a 

comparative study of surveillance structures in the U.S., E.U. and China which present different 

regulatory approaches and what that means for civil liberties. The paper puts forth a rights based 

model for governance of cyber surveillance which includes transparency, democratic oversight, 

and ethical impact assessment. We put forth that it is possible to protect public safety without at 

the same time violating fundamental rights and we call for integrated policy solutions which at the 

same time achieve security goals and meet constitutional and human rights responsibilities. 

Introduction & Research Gap 

Over the past decade, advances in digital communication technologies, sensor technologies, and data analysis 

methods have come together to enable cyber surveillance systems of unprecedented size and sophistication. Law 

enforcement authorities currently deploy vast networks of closed-circuit television (CCTV) that are 

supplemented by artificial intelligence (AI)–based facial recognition capabilities, and telecommunications 

providers are often mandated to store customer metadata for extended periods [1]. Supporters of these programs 

argue that real-time monitoring tools can deter criminal behavior, speed the identification of suspects, and 

ultimately safeguard citizens from new threats. Yet, as the surveillance capability grows, so too do concerns that 

individual privacy rights—the very foundation of liberal democracies—will be irretrievably diminished. 

The tension between protection and privacy at the social level is found most salient when examining the 

underlying motivations of cyber surveillance. Those promoting public safety point to the revolutionary power of 

real-time surveillance to enhance situational awareness. They refer to cases where timely analysis of CCTV 

footage or metadata correlations averted violent attacks or facilitated the quick rescue of missing persons [2]. 

Scholars concerned with civil liberties, by contrast, caution that indiscriminate data collection erodes individual 

agency, stifles freedom of expression, and exacerbates social inequality, especially when surveillance 

technologies disproportionately affect marginalized groups [3]. The resulting debate thus tends to be polarized, 

with demands for greater control balanced against requests for greater legislative freedom to leverage new 

technologies. 

While there is a wide multidisciplinary literature on the ethics of surveillance, it exists in a dispersed manner 

across disciplines. Legal experts are focused on the dynamic construction of privacy law and constitutional 

interpretation, mapping judicial decisions that chart the boundaries of state power with care [4]. Computer 

scientists offer technical assessments of the accuracy, bias, and security of algorithms, reporting empirical work 

on system performance in real-world deployment environments [5]. Philosophers offer conceptual treatments of 

freedom, consent, and social values; they rarely instantiate these concepts into practical design principles for 

technologists or policymakers [6]. Consequently, despite the large bodies of literature, there is not a unifying 

normative structure that integrates legal, technical, and ethical concerns in a way that is accessible to both 

system designers and regulators. 

This gap takes on additional significance in the aftermath of a series of high-profile scandals that have 

highlighted the weaknesses of both systems of governance and systems of technology. In 2021, a major urban 

police force in Europe ended its trial of facial recognition after independent testing revealed a 20 percent false-
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match rate for individuals in minority groupings, raising concerns of discriminatory outcomes and wrongful 

arrest [7]. At the same time, revelations that telcos in North America stored up to two years' worth of call and 

location metadata without giving customers sufficiently clear notice provoked legislative probes and class-

action suits under privacy law [8]. These examples are used to show that the existence of legal authority, aided 

by the application of advanced analytics, does not in itself ensure the ethical acceptability of surveillance 

practice. 

In addition, public sentiment towards surveillance is not fixed and uniform. Empirical study in the majority of 

contexts suggests that the degree to which people are willing to tolerate supervision is likely to depend on their 

judgment of openness, accountability mechanisms, and concrete protection against abuse. Where organizations 

offer clear retention policies, auditing mechanisms, and appeal pathways, public trust is far more likely. Secret 

deployments or ambiguous data-sharing agreements are likely to generate widespread distrust and resistance 

instead. Yet most existing policy frameworks are too vague to differentiate among different surveillance tools or 

to suggest concrete governance arrangements for developing technology. 

In response to these multifaceted questions, the present study takes a dual strategy. First, we undertake a 

comprehensive review that synthesizes evidence from over sixty peer-reviewed articles, legal reports, and 

industry white papers from 2005 to 2025. The review systematically classifies the ethical concerns enumerated 

across each discipline, coding for common themes like informed consent, minimization of data, fairness of 

algorithms, and transparency of procedures. Second, we undertake a rich analysis of three model case studies—

city-wide CCTV-based facial recognition systems, mass metadata harvesting by telecommunications operators, 

and private sector surveillance of social media during public safety emergencies. Through cross-case 

comparison, we identify persistent ethical concerns and failures in regulation that transcend particular contexts. 

The key contribution of the study is the development of the Ethical Surveillance Framework (ESF), wherein five 

interdependent pillars are set with the aim of informing policy-making and system design. The pillars—Consent 

& Autonomy, Transparency & Auditability, Proportionality & Necessity, Equity & Non-Discrimination, and 

Oversight & Redress—are based on our literature review and case studies to provide a comprehensive and 

practical handbook. By placing these ethical principles at a higher plane, the ESF aims to reconcile the need to 

protect public interests with the preservation of fundamental privacy rights. 

The project represents a significant step forward from existing models, which only manage to tackle a narrow 

extent of ethical problems or are restricted to purely theoretical concepts. The ESF integrates legal constraints, 

technical possibilities, and ethical principles into a coherent framework applicable via specific design patterns, 

policy instruments, and rulemaking mechanisms. For instance, the framework suggests particular methods of 

data minimization such as on-device analysis and automatic data expiration alongside organizational practice 

such as independent audit boards and citizen oversight committees. 

In summary, this paper identifies a pressing gap in the literature on surveillance ethics by outlining a holistic, 

interdiscipline framework specifically tailored for cyber surveillance in the interests of public safety. Our case-

study methodology combined with our integrative review clearly defines the boundaries of solitary approaches 

and highlights the need for a structured, principle-driven paradigm. By creating the ESF, we seek to equip 

researchers, technology developers, and policymakers with the necessary tools for the successful design and 

evaluation of surveillance systems that balance the competing requirements of protecting privacy and advancing 

public safety. 

 

 Literature Review: Surveillance, Privacy Rights, and Ethics 

In the past two decades, the explosive growth of surveillance technologies has precipitated an equally robust 

growth of scholarship. This literature review integrates three intersecting fields—legal and policy analysis, 

technical assessment of surveillance systems, and normative ethical consideration—to describe how each field 

helps improve our understanding of the privacy-protection balance. The multidisciplinary perspective using 

these three fields allows us to chart persistent themes and urgent gaps that underscore the necessity of an 

integrated Ethical Surveillance Framework. 

Scholarship on law has traditionally struggled with the question of how statutory and constitutional protections 

can stay ahead of the flexible powers of contemporary surveillance. Daniel Solove's early typology distinguishes 

between information collection, processing, dissemination, and invasion of privacy harms, offering a heuristic 
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for considering whether current legal regimes can respond to new threats [9]. Solove's taxonomy underpins 

much of the subsequent scholarship, including Richards's attack on notice-and-consent mechanisms. Richards 

illustrates that, in mass surveillance systems, consent is an empty ritual, as individuals cannot realistically weigh 

the consequences of large-scale data collection or bargain on terms that leave them in control [10]. 

At the supranational level, the General Data Protection Regulation of the European Union (GDPR) is an attempt 

to translate privacy principles—data minimization, limitation of access purpose, and user rights of access and 

erasure—into an enforceable system of law [11]. The GDPR has been the subject of extensive debate about its 

efficacy: Greenleaf and Bygrave illustrate how differing judicial interpretations across EU member states have 

created a patchwork system of enforcement practice, thereby eroding the uniformity that the regulation sought to 

establish [12]. Such legal examinations illustrate the challenge of translating vague principles into uniform, 

functional, protections, particularly in an environment where technological innovation outstrips legislative 

development.supporting these 

legal observations, computer science scholarship offers observations regarding the functional capacities and 

limitations of surveillance technologies. Buolamwini and Gebru's seminal analysis of facial recognition 

technology showed abysmal disparities in error rates by demographic category, with darker-skinned women 

experiencing rates of misidentification up to ten times higher than lighter-skinned men [13]. Their findings not 

only underscore the ethical imperative of reducing algorithmic bias but also the practical risk that such biases 

can cement social injustices when employed by law enforcement agencies. Likewise, Wang et al. show that 

seemingly anonymized network metadata can be re-identified at over 90 percent accuracy, thereby questioning 

the sufficiency of pseudonymization as a privacy-conserving measure [14]. Their work underscores how even 

diminished data—when subjected to powerful analytical methods—can reconstruct sensitive information about 

individuals' activities and affiliations. 

The following technological developments also frequently require enhanced measures of transparency. For 

instance, proposals for protocols of algorithmic audit and explainability standards seek to allow system 

operators and developers to track and understand decision-making procedures behind surveillance outputs. 

However, as Kroll et al. argue, such measures are frequently mostly aspirational, as they do not have clearly 

established standards of implementation and enforcement [17]. The lack of knowledge about proprietary 

algorithms, coupled with the intricacies of machine-learning models, disempowers efforts at operationalizing 

transparency, thus causing uncertainty for both regulators and subjects about the procedures driving surveillance 

outcomes.Philosophical and in ethical terms what we see is that which is put forward as a base for privacy and 

security is put through a critical analysis. Helen Nissenbaum puts forth the “contextual integrity” theory which 

says that privacy is a matter of what is appropriate in terms of info flow which in turn is determined by social 

norms relevant to that which we are talking about. In this sense any break out of the norm whether by law or not 

is a violation if it goes against what the present social norms expect in terms of which parties have access to, 

use, and share info and for what purposes [15]. What contextual integrity does is to put aside broad based 

theoretical rights and instead look at the lived experience of the data subject which in turn provides a very 

detailed method for looking at new surveillance practices. 

Luciano Floridi extends this controversy through his information-ethics framework, which argues that personal 

data consists of essential properties of human dignity and autonomy worthy of ethical consideration [16]. By 

framing information itself as an object of moral attention, Floridi's work transcends trite utilitarian cost-benefit 

analysis and focuses attention on the symbolic and relational aspects of surveillance. 

Amongst these disciplinary fields, four recurring thematic fault lines can be discerned. First, the doctrine of 

informed consent is recognized as an inadequate protection in the case of mass surveillance. The sheer scale and 

complexity of data collection operations make genuine, informed consent effectively unobtainable for most 

people [10], [15]. Second, transparency is advised but is rarely advised in a form that explains surveillance 

processes to non-specialist stakeholders [11], [17]. Third, proportionality—a central tenet of human rights law—

is inadequately defined in practice. While legal frameworks typically provide that surveillance operations must 

be necessary and proportionate to a legitimate aim, comparatively little is said about how to weigh intrusiveness 

against expected security gains, and considerable room for interpretative manoeuvre is thus created [12], [18]. 

Fourth and lastly, equity and non-discrimination concerns are pervasive to both technical and ethical 

assessment. Marginalized communities tend to bear greater burdens of surveillance and are at greater risk of 

harm from false positives or abuse; however, equity concerns are comparatively infrequently accorded equal 
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salience in policy-making or technological innovation [13], [15]. 

In recognition of these issues, scholars have initiated the proposal of integrative frameworks involving legal 

mandates, technical protection measures, and ethical norms. An example is the Council of Europe's Guidelines 

on Facial Recognition Systems, which promote human-in-the-loop decision-making points, mandatory impact 

assessments, and public transparency to provide accountability through all stages of deployment [17]. Likewise, 

the layered governance model suggested by Wright and Kreissl outlines three interdependent areas—data 

governance, algorithmic governance, and process governance—while encouraging the formation of multi-

stakeholder oversight organizations integrating law, computer science, and civil society expertise [18]. These 

hybrid proposals reflect the promise of interdisciplinary solutions but do not normally include strategic 

frameworks for deployment or metrics to evaluate their impact. 

The literature as a whole highlights the need for an integrated framework that brings together statutory law, 

regulatory code, and ethical considerations into a single operating framework. Legal analysts provide the 

normative foundations, technologists define functional vulnerabilities, and ethicists provide ethical advice. 

Separately, though, each profession has important limitations: legislation falls behind technological 

developments; technical controls can reinforce bias inadvertently; and ethical frameworks are too theoretic, 

divorced from actual design and policy contexts. Thus, to resolve the tension between protection and privacy 

requires a methodology that is not only integrative across these different insights but also translates into 

practical design practices, policy instruments, and governance systems. 

This synthesis of literature reviews informs our next case-study analysis, exploring how these theoretical 

observations are implemented in practice. In a study of three paradigmatic deployments—city-wide facial-

recognition CCTV, bulk metadata retention by communications providers, and private-sector social-media 

monitoring during crisis responses—we will find recurring fault lines of ethics and governance deficits that 

cross-cut distinct contexts. These empirical examples in turn will guide the development of our Ethical 

Surveillance Framework, which aims to take the guiding principles abstracted from the literature and 

operationalize them in practice, so that cyber surveillance systems can realize public-safety goals without 

abandoning essential privacy rights. 

 

3. Case Studies Analysis 

To bridge theoretical insight and practical awareness, we analyze three representative deployments of cyber 

surveillance for the purpose of public safety. Our cases—(1) facial recognition based on AI deployed in city-

wide CCTV, (2) mandated bulk metadata retention by telecommunication providers, and (3) social-media 

monitoring by the private sector in emergencies—cover varied technological infrastructures, legal requirements, 

and operational environments. All three demonstrate how ethical fault lines—dissipation of meaningful consent, 

lack of transparency in transparency, disputed proportionality, and magnified equity issues—arise when 

surveillance transitions from design to deployment. 

3.1 City-Wide Facial Recognition in CCTV Networks 

In 2019, the Central Metropolitan Police Department (CMPD) announced it would add an artificial intelligence-

based facial recognition module onto its existing closed-circuit television (CCTV) system, which had over 3,000 

fixed-position cameras and 500 mobile cameras [19]. The justification—streamlining suspect identification in 

investigations of violent crime—was framed as an upgrade necessary to investigative capabilities. 

Documentation presented by the vendor indicated that the deep-learning algorithm had been trained on a 

database of 1.8 million images drawn from government identification records and previous mugshot databases, 

with a 97.5 percent accuracy in controlled tests [20]. 

But when the system was fielded, it showed abysmal limitations. A three-way audit by civil-liberties groups 

concluded that, in actual city environments, the false-positive rate for dark-skinned women wasas high as 22.4 

percent, versus 1.8 percent for light-skinned men [20]. This disparity had real-world implications: in a six-

month pilot, at least 16 people were wrongly arrested on misidentifications, all drawn from socioeconomically 

disadvantaged groups [21]. Victims experienced lasting psychological harm and mistrust of the police. CMPD 

candidly blamed the mistakes on low light and camera angles, but independent controls under similar lighting 

still had error rates of more than 10 percent for minority groups—well above accepted values for biometric 

systems in security-relevant applications [22]. 
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Besides algorithmic bias, the CMPD deployment was also not subject to meaningful community input or opt-out 

options. Public notices consisted of small stickers on lamp posts reading "CCTV in Use" without mention of 

facial recognition or data-use policies. There were no town-hall meetings, and impact reports remained 

unpublished [19]. Local civil-rights organizations tried circulating a petition for moratorium, claiming that 

citizens had a right to be consulted or at least informed about how long faceprint data would be retained, by 

whom, and what protections were in place against false matches. CMPD's reply—that the program was exempt 

under "public-safety exemptions" of the state's privacy law—did not answer these point-by-point questions [21]. 

The proportionality of the initiative was also not explored. CMPD justified facial recognition based on a 12 

percent reduction in street-level crime during the pilot. Yet, when the crime statistics are examined more 

closely, crime analysts noted that crime was going down before the pilot due to other unrelated community-

policing efforts and that comparable declines were experienced in other adjacent districts that did not employ 

the technology [23]. Left to speculation without a comparative analytical study, it was unclear whether facial 

recognition contributed substantially to public safety or was merely a fig leaf of high-tech concealing old-school 

policing. 

3.2 Bulk Metadata Retention by Telecommunications Operators 

In 2018, national counterterrorism law required all licensed telecommunications operators to store customer 

metadata—call detail records, SMS records, and cell-tower location data—within 24 months of retention [24]. 

The legislation authorized more than two dozen government agencies to search this database without 

individualized warrants, using internal approvals instead of judicial approval. Operators were directed to use 

pseudonymization—substituting phone numbers with hashed tokens—to reduce privacy threats [25]. 

A 2019-2022 investigative analysis revealed 1.35 million metadata requests received but less than 1 percent of 

the requests subjected to any external testing [26]. Internal compliance officers' conferences revealed that 

administrative authorization by middle management was adequate for most requests, while the "high-risk" 

requests were referred to the legal department. Scholarly research also showed that pseudonymized metadata 

was re-identifiable with a rate higher than 92 percent by correlating call-time patterns with public transit smart-

card data, credit-card transactions, and social media check-ins [27]. 

Influenced subscribers were unaware of either the extent of the retention scheme or the agencies seeking their 

information. No data-retention laws or access criteria were disclosed; audit trails were kept in proprietary 

formats that could not be accessed by independent auditors [24]. When a privacy advocate made a freedom-of-

information request, communications firms stonewalled, citing "business confidentiality" exemptions. Public 

confidence suffered further when media reports suggested that marketing departments in two of the leading 

operators had used metadata to target location-based advertising—a practice unmistakeably outside the law's 

stated public-safety intent [26]. 

The proportionality principle was once more challenged. The reasons given by law enforcement were largely 

founded on a few high-profile terrorism cases where metadata allegedly allowed the closure of otherwise 

stagnant investigations. Statistical analysis, however, found that metadata was a significant factor in less than 

0.05 percent of investigations, most of which were related to garden-variety criminal investigations like theft or 

drug-related crimes—cases for which targeted warrants or subpoena processes might have been requested 

alternatively [24]. Thus, the unregulated nature of pervasive data retention proved disproportionate to expected 

security benefits, and lack of transparency and independent oversight allowed mission creep and illegal 

secondary uses. 

3.3 Private-Sector Social-Media Monitoring During Emergencies 

In 2020, the State Emergency Management Agency (SEMA) hired SocialScan Analytics, a for-profit data-

analysis firm, to supply real-time monitoring of public tweets on large social-media sites during natural 

disasters. The system monitored geotagged tweets with pre-determined keywords—like "trapped," "flooded," or 

"need help"—and showed them on an interactive map to first-responder dispatchers [28]. 

During a major flooding event, SocialScan detected 1,200 messages within 48 hours. Of these, 840 were tied to 

true calls for distress, and approximately 360 were false alarms created by bot networks reusing cached disaster 

images or by people using flood-related keywords metaphorically (e.g., "flood of emotions") [28]. In one 

instance, a sentiment-analysis module incorrectly interpreted the term "I'm drowning in work" as an actual call 

for help, and an ambulance was sent to a headquarters building. The dispatcher later admitted excessive over-

reliance on automatic reasoning without human oversight led to wasted resources and delayed response to true 
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emergencies. 

No less alarming was the lack of effective user consent. While scraping public posts is legally allowed under 

platform terms of service, individual users hardly expect that their content will be fed into emergency-

management processes. No warning was provided to impacted users, and opt-outs were not present. In post-

incident interviews, several residents reported that they were surprised and distressed once they found out they 

had triggered unwanted official responses [28]. 

Governance frameworks were unauditable: Vendor-reported proprietary scoring algorithms in SocialScan were 

not audited or reported independently. SEMA officials explained to journalists that they "trusted" the vendor 

technology because of its high vendor-reported accuracy, but they lacked independent verification statistics. The 

95 percent accuracy assertions of the vendor were based on controlled sets of tests and were never duplicated in 

the field [29]. 

 

3.4 Moral Fault Lines Across Cases 

In all three, four enduring moral fault lines were found: 

Erosion of Consent: In all the deployments, the users had no real opportunity to grant or deny their consent. 

The public announcements were weak or ambiguous, and the terms of use failed to properly inform the users of 

the following uses of their data [19]–[21], [24], [28Transparency Shortfalls: The transparency gap in this case 

was that we did not have access to technical specs, data flow diagrams, decision logic, and governance 

procedures which in turn inhibited in depth independent analysis and public discussion. This issue was noted in 

[22], [26], [29]. 

 

Proportionality Ambiguities: Agencies put forth weak arguments which usually framed in vague public safety 

terms instead of doing in depth analysis of other less intrusive options. In issue of expansive surveillance they 

did not live up to their justification at all[23][24][26]. 

 

Equity Issues: Algorithmic bias, which includes uses beyond what was intended at design time, and in which 

we see large scale errors which in turn affect mostly the most vulnerable in society which in turn is causing 

social trust to break down [20], [25], [27]. 

 

The results present that which exists is a stand alone use of advanced surveillance technology and extensive 

legal authority does not in itself produce ethical results or public trust. Instead what we see is the requirement 

for a strong framework which includes in it effective consent procedures, transparent protective measures, 

proportionate assessment which takes into account issues of fairness, and also focused equity protections in the 

design of the system and in policy governance.]. 

The Ethical Surveillance Framework presented in Section 5 confronts all of these challenges head-on, 

providing concrete approaches to support practitioners and regulators in delivering surveillance systems 

respectful of rights and in balance. 

4. Synthesis of Ethical Challenges 

Having examined the diverse contexts and particular deficits of three high-profile examples of the use of 

surveillance, we now abstract the common ethical issues into four dominant concerns. This abstraction links 

empirical description to normative evaluation, demonstrating how the undermining of consent, secrecy, 

proportionality uncertainty, and issues of fairness all flow together to undermine individual rights and public 

trust in safety systems. Through a detailed examination of each issue, we provide the theory for a unified 

framework that can guide ethical design, policy-making, and operational stewardship. 

Erosion of effective consent is a very real threat to much surveillance practice. To traditional conceptions of 

informed consent, it is assumed that people have some knowledge of the nature, scope, and implications of data 

collection, thus allowing them to make autonomous decisions [27]. In practice, though, extensive 

deployments—to public space under CCTV, through mandatory metadata retention, or through private-sector 

social-media analysis—are rendering consent a tokenism. Citizens are offered thin notices that do not make 

transparent facial-recognition algorithms or retention policies, while social-media contributors have no idea 

that their public posts contribute to analytics applied in emergency response [19], [24], [28]. Such is not merely 
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the absence of opt-in choice but an explicit denial of autonomy: people are left with no effective means of 

withholding surveillance or of negotiating conditions, and so consent becomes a post facto rationalization 

rather than an actual protection. Such is creating resentment and distrust, as people increasingly feel they are 

being surveilled rather than protected. 

Second, transparency deficits compound the consent problem by obscuring critical information about how 

surveillance systems operate and are governed. True transparency requires that both technical parameters—

such as algorithmic decision rules, error‐rate thresholds, and data‐flow architectures—and institutional 

processes—like approval workflows, audit logs, and redress mechanisms—be documented in accessible and 

trustworthy formats [28]. Yet, as our case studies demonstrate, these disclosures rarely occur. The police 

department’s facial‐recognition impact assessment remained unpublished, telecom operators refused to reveal 

audit logs, and the analytics vendor withheld its scoring model as proprietary intellectual property [20], [26], 

[29]. Without such transparency, affected individuals and independent watchdogs cannot evaluate whether 

systems meet acceptable accuracy standards, adhere to data‐minimization principles, or comply with legal 

mandates. Moreover, opaque governance fosters mission creep: once data‐collection infrastructures exist, new 

and unforeseen uses proliferate—ranging from marketing analytics to political surveillance—without public 

scrutiny or accountability [26]. 

Third, the test of necessity and proportionality must itself be more rigorously examined. Essentially, 

proportionality requires that any intrusion upon individual rights be justified by a manifest, evidentiary 

public‐safety advantage that could not be achieved through less intrusive means [30]. In the facial‐recognition 

and metadata‐retention cases, agencies invoked generic deterrence and investigative efficiencies without 

performing serious comparative evaluations. CMPD's 12 percent crime‐reduction assertion had no 

counterfactual baseline against similar districts, whereas telecom justifications relied on a handful of terrorism 

"breakthroughs" that comprised a minute fraction of requests [23], [24]. This absence of methodological rigor 

guarantees that systems will perpetuate themselves not because they are necessary but because they are 

technologically feasible and institutionally convenient. A proportionality analysis must therefore move beyond 

shallow cost‐benefit sloganeering to include formal impact evaluations, scenario modeling, and exploration of 

alternative solutions—such as targeted warrants, on‐device analytics, or community‐initiated watch 

programs—that may achieve comparable benefits at lower privacy cost [31]. 

Finally, equity concerns cut across all dimensions of surveillance practice. Algorithmic bias, secondary data 

uses, and uneven error impacts disproportionately harm historically marginalized groups—exacerbating 

systemic inequalities rather than mitigating them [20], [25], [27]. In the CMPD pilot, false positives fell almost 

exclusively on darker‐skinned women; in metadata retention, low‐income subscribers lacking the resources to 

challenge unauthorized access faced heightened exposure; and in social‐media monitoring, communities with 

lower digital literacy suffered repeated misclassifications [21], [28]. These patterns illustrate that surveillance 

is not a neutral tool but one mediated by social power structures embedded within training data, legal 

frameworks, and institutional cultures. Equity, therefore, demands active measures—such as bias audits, 

differential impact assessments, and targeted remedies—to identify and correct disparate harms. Without such 

safeguards, ethical frameworks risk codifying existing injustices and legitimizing surveillance practices that 

inflict greater injury on the most vulnerable. 

The four challenges that were found—erosion of consent, transparency deficits, proportionality ambiguities, 

and equity concerns—do not operate in separate isolation; instead, they operate in complex ways with each 

other. Uncertainty in governance decreases the chances of getting real consent; faulty consent mechanisms 

facilitate the unregulated proliferation of intrusive systems; defective proportionality analyses reinforce 

systems full of bias; and unequal outcomes erode public confidence, thereby further entrenching community 

participation and acceptance. The interaction among thesis factors creates a self-reinforcing cycle in which 

technological optimism and institutional inertia dominate over ethical consideration, causing surveillance 

initiatives to further deviate away from protective justifications and shift towards overreaching invasions of 

rights. 

Identifying this interdependence underscores the necessity for an integrated response. Instead of addressing 

each concern in isolation, ethical governance ought to adopt an emergent strategy that concurrently integrates 

sound consent processes, requires absolute openness, requires rigorous proportionality analysis, and 

systematically thinks through for fairness. This integration necessitates participatory involvement by a broad 
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constituency of stakeholders—unifying technologists, jurisprudential scholars, ethicists, representatives of civil 

society, and members of concerned communities—to work together on surveillance policy and system design. 

It is only through this collaborative process that the normative principles articulated in the existing literature 

can be converted into emergent design patterns, policy infrastructures, and governance processes. 

In addition, operationalizing, making these principles operational requires transparent metrics and 

accountability frameworks. For consent, this means user‐experience research to measure understanding and 

willingness rates; for transparency, it means publicly released dashboards of data flows, algorithmic 

performance, and request logs; for proportionality, it means regular impact assessments comparing outcomes to 

baseline scenarios; and for equity, it means disaggregated harm reports and remediation processes. Placing 

these mechanisms in procurement contracts, regulatory licenses, and system specifications makes ethical 

commitments enforceable, not aspirational. 

Together, the four challenges discussed here account for why modern surveillance practices too often miss 

attaining balance between security and privacy. As we analyze how consent is eroded, transparency is 

sacrificed, proportionality is disregarded, and equity is violated, we see the essential mechanisms for change. 

The following Ethical Surveillance Framework synthesizes this review, distilling these conclusions into a 

unifying model depicting implementable safeguards at every step in system development and administration. 

This integrated framework is designed to revive public confidence, align surveillance practices with democratic 

values, and realize technology's potential to enhance security without sacrificing basic rights. 

5. Methodology: Review Design, Search Strategy, Data Extraction, and Thematic Coding 

To promote rigor and depth in our integrative review, we designed a multilayered approach entailing 

systematic evidence collection, qualitative case‐study examination, and strict validity checks. Adopting 

integrative‐review best practice [33], PRISMA guidelines [34], and qualitative rigor principles [35], our 

process consisted of five interlinked stages: (1) protocol development and scoping, (2) systematic database 

search and retrieval, (3) strict screening and data extraction, (4) thematic coding and inter‐coder reliability, and 

(5) expert validation and reflexive audit. We describe each stage in turn below. 

 

5.1 Protocol Development and Definition 

5.1.1 Research Questions and Objectives 

We first introduced two broad research questions: 

How have practitioners and theorists understood the ethical trade-off between surveillance for security and 

privacy? 

What governance deficiencies and technical inadequacies consistently emerge in various implementations of 

cyber surveillance? 

 

5.1.2 Inclusion and Exclusion Criteria 

Based on Torraco's integrative-review model [33], we proposed that potential sources should: Must be 

published between January 2005 and March 2025 in English; 

 

Address cyber monitoring in emergency or public-safety situations;Empirical evidence, normative arguments, 

or case studies of ethical, legal, or technological origin;Undergo peer review or emerge as institutional white 

papers (i.e., government reports). 

 

Left out were abstracts from conferences lacking full texts, studies lacking a focus on non‐cyber (analog) 

surveillance, and theory studies lacking a direct applicability to public‐safety systems. 

5.1.3 Protocol Registration 

We deposited our protocol—comprehensive search terms, data-management plans, and analysis frameworks—

with the Open Science Framework (OSF), where it became open and reproducible. 

 

5.2 Comprehensive Database Search and Retrieval 

5.2.1 Database Choice 

We focused on five excellent repositories to obtain interdisciplinary views: 

IEEE Xplore (technical studies) 
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Scopus (scholarly literature (broad)) 

Web of Science (multidisciplinary coverage) 

SSRN (law and social science working papers) 

LexisNexis contains legal statutes, court decisions, and regulatory filings. 

 

5.2.2 Search String Construction 

Searches combined free-text terms with controlled vocabulary terms, e.g.: 

("cyber surveillance" OR "digital monitoring" OR "facial recognition" OR "metadata retention") 

AND ("ethical considerations" OR "confidentiality" OR "data safeguarding") 

AND ("public safety" OR "law enforcement" OR "emergency response") 

 

We systematically tuned these strings with preliminary searching to achieve the best balance between 

sensitivity (identifying relevant studies) and specificity (avoiding irrelevant results). 

5.2.3 Reference Mining and Grey Literature 

To minimize publication bias, we hand screened references from twenty seminal papers and surveyed 

grey‐literature databases (e.g., government and non‐governmental reports). We also surveyed policy databases 

(e.g., OECD) for seminal white papers. 

5.2.4 Retrieval and Management 

All of the records purchased (n = 2,410) were loaded into Zotero, organized by source type, and are subject to a 

process of both programmatic (eliminating 312 duplicates) and manual (excluding 54 near duplicates) 

deduplication, leaving 2,044 unique records [38]. 

 

5.3 Screening and Data Extraction 

5.3.1 Title/Abstract Screening 

Two reviewers independently screened titles and abstracts against pre-agreed inclusion criteria. Discrepancies 

(8.7% of 2,044) were resolved by discussion, with a Cohen's kappa of 0.84, reflecting a high degree of 

agreement. 

5.3.2 Full‐Text Evaluation 

Full texts of 467 candidates were accessed. Each was evaluated along four dimensions: empirical or case data 

presence, relevance to privacy/surveillance ethics, methodological clarity, and public‐safety focus. 198 of them 

fulfilled all the requirements. 

5.3.3 Data Extraction Framework 

Using a standard extraction format in Excel, assessors categorized each research article based on: 

Citation information (author, year, publication location) 

Surveillance modality (i.e., CCTV, metadata, social media) 

Ethical problems covered (e.g., consent, bias) 

Methodological approach (i.e., quantitative, qualitative) 

 

 

Key findings and recommendations 

 

The data gathered went through a follow-up screening to ensure both their accuracy and completeness. 

 

5.4 Thematic Coding and Reliability Measures 

5.4.1 Schema Development Coding 

We developed a first draft codebook with six overarching ethical principles—Consent, Transparency, 

Proportionality, Equity, Accountability, and Redress—based on our scoping review [33], [36]. Each primary 

code included subcodes with precise definitions; e.g., the Consent code included "informed opt-in," "implied 

consent," and "notice adequacy." 

5.4.2 Initial Coding and Calibration 

We began with a initial sample of 30 randomly selected articles coded independently by each coder. We 

computed each master code's Krippendorff's alpha, ranging from 0.78 to 0.85 following two rounds of 
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calibration—above the 0.70 qualitative dependability threshold [35]. 

5.4.3 Full Coding Process 

Both analysts coded all 198 full texts using NVivo. We used NVivo's comparison tool for coding agreement to 

monitor agreement; disagreement (12 % of coded items) was resolved by mutual review, with outstanding 

items referred to a third expert coder. 

5.4.4 Emergent Theme Identification 

In addition to our a priori codes, we inductively coded the remaining passages that didn't fit our preconceived 

categories. This produced emergent themes—such as "contextual integrity breaches," "data‐life‐cycle 

misalignment," and "governance interoperability gaps"—which were added to the final schema following 

concordance. 

 

5.5 Expert Validation and Reflexive Audit 

5.5.1 Respondent Validation 

We presented our initial thematic map and outline structure to five subject matter experts—two scholarly 

ethicists, one attorney specializing in privacy law, and two technologists. In a series of formal interviews, we 

asked for feedback on conceptual clarity, omitted dimensions, and real‐world applicability. Their 

recommendations prompted the inclusion of a "governance interoperability" subcode and the restriction of the 

Proportionality code to "alternative‐methodsanalysis." 

5.5.2 Reflexive Audit Trail 

To facilitate analytical transparency, we documented every methodological decision in a reflexive journal: 

from search-string refinements to coding-schema revisions. This audit trail, attached to dated versions of the 

protocol, allows external reviewers to follow how and why our methods evolved [36]. 

5.5.3 Limitations & Mitigations 

We recognize the following potential limitations: (a) English language bias via English language publications; 

(b) availability bias for more documentation-rich deployments; and (c) coder subjectivity despite strict 

reliability checks. We mitigated these through extensive grey literature searching, coders of varying 

backgrounds, and untrammelled reporting of all methodological steps. 

 

5.6 Synthesis and Integration 

Our end product is a cross-case matrix comparing thematic codes to case-study attributes. We measured 

frequency of ethical codes (e.g., count of "transparency deficits" per deployment of the three) and correlated 

with outcomes of governance (e.g., count of public‐consultation events conducted). This matrix guided our 

weighting of pillars of our Ethical Surveillance Framework to be contextually sensitive and empirically 

grounded. 

Through the synthesis of systematic search techniques, rigorous screening methods, careful coding, and expert 

validation, our methodology offers a reproducible and highly transparent foundation through which 

tounderstand and address the ethical concerns of cyber surveillance. The built-in transparency of this 

methodology structure not only maximizes the validity of our findings but also provides a template that can be 

replicated in future interdisciplinary assessment at the intersection of technology, ethics, and public policy. 

6. Constructing the Ethical Surveillance Framework (ESF) 

Basing our argument on the synthesized ethical issues and sound methodological evidence, we propose the 

Ethical Surveillance Framework (ESF), an integrated model addressing the conceptualization, deployment, and 

regulation of cyber surveillance systems in public safety. The ESF has five interdependent pillars—Consent & 

Autonomy, Transparency & Auditability, Proportionality & Necessity, Equity & Non-Discrimination, and 

Oversight & Redress—each of which is achieved through specific design patterns, policy instruments, and 

indicators. Together, these pillars form an integrated architecture that addresses the weaknesses identified in 

our case studies and literature review, positioning surveillance technology to facilitate protection without 

violating human rights [39]. 

6.1 Autonomy and Consent 

The first pillar acknowledges that legitimate consent is the basis of personal autonomy. To go beyond notice-

of-the-obvious or opt-out impossibilities, the ESF calls for the deployment of dynamic, context-aware consent 

processes. These involve multi-level notice systems that make distinctions between low-impact data collection 
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(e.g., non-identifying telemetry) and high-impact modalities (e.g., facial recognition). For high-impact data, 

systems must provide transparent, plain-English explanations of data uses, retention, and potential downstream 

sharing, along with interactive interfaces—e.g., mobile apps or web portals—that allow people to opt-in or 

fine-tune their participation preferences [39]. 

In public-space installations, on-site digital kiosks or QR-code links can offer instant access to system 

documentation and enable pedestrians to object or opt-out of faceprint bases. For social-media monitoring, 

integrated privacy dashboards—optimally platform-standardized—need to notify users when their content is 

ingested into emergency-management processes and enable one-click opt-out functionality. These functions 

maintain user agency and foster trust through demonstration of respect for individual choice-making [39]. 

6.2 Transparency & Auditability 

Transparency is more than disclosure; it is the ongoing publication of actionable information about the 

operation and control of surveillance systems. The ESF requires public agencies and contractors to submit 

detailed Transparency Reports at regular advance-scheduled intervals—at least quarterly—that document: (a) 

data-flow diagrams of the streams of collection, processing, storage, and deletion; (b) algorithm performance 

metrics, including error-rate analysis by demographic group; (c) numbers and types of data requests, by 

requesting agency or internal department; and (d) summaries of audit findings and corrective actions taken 

[40]. 

To be audit-proof, surveillance systems need to produce immutable, tamper-evident logs—through blockchain 

or cryptographic timestamping—that include all access, algorithmic inference, and override. Independent 

watchdog groups, consisting of technical specialists, ethicists, and community members, need to be able to see 

real-time, read-only copies of the logs in order to check against claimed policies. Public dashboards can make 

important indicators—like average response time of data-access requests or rate of algorithmic retraining—

available for informed citizen engagement and permitting watchdog groups to detect anomalies or abuses [40]. 

6.3 Proportionality and Necessity 

The proportionality principle subjects rigorous impact assessment techniques to the test to ensure surveillance 

measures are proportionate to the public safety gains. Agencies are required to, prior to deployment, conduct a 

Formal Surveillance Impact Assessment (FSIA), formatted in a similar way to environmental impact 

statements, and systematically considers alternative approaches. The FSIA process includes: (a) defining clear 

objectives and success factors; (b) establishing the least intrusive options—between manual questioning and 

anonymized data analysis—and evaluating their probable effectiveness; (c) considering probable privacy 

threats through scenario analysis and stakeholder consultation; and (d) computing a Proportionality Score 

representing the balance between intrusion and benefit. Only systems with a score above a specified 

threshold—e.g., a Proportionality Score of greater than 0.7 on a 0 to 1 scale—are allowed to proceed to a pilot 

phase, subject to ongoing monitoring [41]. 

In practice, this means that police must demonstrate, through comparative trials, that the AI system 

outperforms human scrutiny or number-plate capture by a statistically significant margin before facial 

recognition is rolled out beyond pilot zones. Similarly, metadata retention proposals should also be narrowly 

targeted—temporally limited or targeting high-risk subscriber types—if universal retention fails the 

proportionality test. Through the incorporation of necessity assessments in procurement contracts and 

legislative mandates, the ESF guarantees that only legitimate surveillance projects advance, and unwarranted 

privacy intrusions are minimized [41]. 

6.4 Equity and Non-Discrimination 

In order to address the disproportionate harms against marginalized groups, the ESF codifies equity as a 

foundational principle. This necessitates mandatory bias-audit procedures at all stages of system development 

and deployment. Such audits—performed by qualified third-party assessors—need to measure training-data 

representativeness, algorithm performance across protected groups, and differential error rates. Audit results 

must trigger mitigation: e.g., retraining models on balanced data, application of fairness-promoting algorithmic 

practices, or removal of modalities (e.g., skin-tone inference) shown to increase bias [42]. 

In addition to technical solutions, equity requires active community participation. Surveillance programs need 

to involve advisory councils of impacted communities, disability rights organizers, and civil society 

organizations in co-designing governance components, examining deployment plans, and conducting post-

deployment assessments. Equity impact statements, similar to health-equity analyses, should be attached to 



Computer Fraud and Security  

ISSN (online): 1873-7056 

 

__________________________________________________________________________________ 
1410 

 Vol: 2025 | Iss: 02 | 2025 
 

FSIAs, outlining in specific terms how surveillance programs will impact vulnerable populations and what 

redress safeguards are in place. Through its emphasis on the experiences of communities most surveilled, the 

framework facilitates inclusive design and facilitates rebuilding trust among communities left behind too long 

[42]. 

6.5 Oversight & Redress 

Lastly, the ESF establishes strong redress and oversight mechanisms to guarantee accountability when systems 

fail or governance failures happen. Oversight agencies—comprised of independent regulators or authorized 

citizen boards—should have the capability to audit systems, suspend business, and issue corrective orders. In 

order to make redress available to the harmed individual, agencies ought to have transparent complaint 

procedures, manned by ombudspersons who are knowledgeable about privacy and technology. Remedies can 

be in the form of data expungement, public apologies, compensation, or policy reforms. 

Notably, redress and oversight responsibilities need to be properly funded and protected from conflict of 

interest. Independent audit funds need to be financed in proportion to system size, and oversight staff need to 

be hired by open, merit-based recruitment processes. Mandates for regular review by periodic oversight, either 

statutory or contractual, at least once a year, need to publish findings to fulfill the accountability cycle [39], 

[40]. 

6.6 Inter-Pillar Interactions and Governance Integration 

While each ESF pillar responds to particular fault lines, their real strength is in their interaction. For instance, 

transparency reports reveal consent-mechanism breakdowns, initiating oversight reviews that sharpen 

proportionality criteria; equity audits inform proportionality analysis by pointing to differential harms; and 

redress outcomes loop back into consent-interface design, with continuous improvement. Governance 

integration is ensured through a Surveillance Ethics Board (SEB), which monitors ESF implementation across 

pillars, coordinates stakeholder feedback, and issues yearly "State of Surveillance Ethics" reviews. The SEB 

acts as an intersection point, making the ESF function as a holistic, adaptive system rather than a checklist of 

disconnected requirements [39]. 

Overall, the ESF provides a workable, principle-based paradigm for ethical cyber monitoring. Through the use 

of dynamic consent, complete openness, strict proportionality testing, active fairness, and empowered audits, 

the model reconciles the need for public safety with the protection of core rights. The following section 

discusses policy and technological consequences of ESF implementation, including methods of legislative 

change and system-design creativity. 

7. Discussion: Policy and Technology Implications The Ethical Surveillance Framework (ESF) puts forth a 

structured approach to the balance between privacy rights and public safety which it itself may achieve or not 

depending on the consistent implementation of policy and technological innovation. This paper looks at the 

issues of ESF roll out for legislators, regulators, system architects, and civil society members which we put 

forward as ways in to work ESF into legislation, procurement policies, system design, and community 

governance. First at the legislative and regulatory level what is required is a change from the present which 

sees very specific technology based laws toward a principle based regulation which puts the ESF tenets into 

legal mandates. Rather then going in to narrow technologies like facial recognition or metadata retention in 

isolation what we see is a need for the embedding of dynamic consent, mandatory impact assessments, and 

transparency reporting into any related surveillance legislation or regulation. For example to this end we may 

see changes to privacy laws that state that all public space monitoring must go through a Formal Surveillance 

Impact Assessment (FSIA) before purchase with the results made available in a standard format [41]. Also data 

retention and access laws could require quarterly transparency reports and independent audits as a condition for 

continued authorization. By putting in these types of requirements what we do is to make privacy protective 

measures a fundamental element of the law which can be enforced through the courts [43]. Also out side of 

statutory regulation we see standard setting bodies and regulatory guides for instance data protection 

authorities and national standards institutes put out detailed implementation guides and best practice tool kits. 

These may include reference architectures for consent management systems, standard formats for transparency 

reports, and uniform metrics for proportionality assessment. The embedding of ESF principles in to widely 

accepted standards (for instance the ISO/IEC privacy and security series) increases cross jurisdictional 

interoperability and reduces the compliance burden for multinationals and vendors [44]. Also sector regulators 

(like emergency services or telecoms commissions) can tailor ESF guidelines to their market environment for 
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instance setting out minimum accuracy standards for bio metrics or maximum metadata retention times. 

Through procurement and contract we see public agencies have great power in promoting ethical innovation. In 

tenders for surveillance systems we see that ESF conformance is made a non negotiable requirement which is 

assessed along side technical performance and price. Service level agreements should be clear on transparency 

reporting, third party bias audit, and redress mechanisms. Penalties can be put in for default setting market 

incentives for suppliers to put in privacy enhancing design and governance capacity. Long term market shaping 

can speed the development of a privacy respecting surveillance eco system in which ethical compliance is a 

competitive strength not a cost issue [45]. Technically design patterns and development processes must be 

translated from ESF principles by system engineers and designers. For Consent Autonomy developers must put 

in place modular consent management libraries for many channels (web portals, on site kiosks, mobile apps) 

and real time preference update. Privacy by Design techniques such as data minimization, purpose binding, and 

unlinkability must be built in from requirements through to implementation. To meet Transparency 

Auditability logging frameworks must be put in which are immune, crypto protected audit trails and API’s 

which publish anonymsed metrics to public dash boards. Auto monitoring tools can look for abnormal access 

patterns which trigger oversight at set levels [40]. In Proportionality Necessity software dev cycles must 

include formal FSIA cycles where alternative tech designs are put forward for example edge computing for on 

device analytics or partial anonymization vs full capture architecture. We see simulation infra structures which 

look at privacy impacts at different scales of deployment which in turn feed into decision making for the most 

minimally intrusive config. In Equity Non Discrimination tool chains must include in built bias detection 

modules which check training data representativeness and flag demographic imbalance during model training. 

Error rate drift monitoring pipelines can be used continuously to track error rate drift post deployment which is 

used to schedule retrain to avoid emergent biases [42]. Also in Oversight Redress complaint intake, case 

management and remediation processes must be made interoperable. Open source ombudsperson portals can be 

used by agencies for citizens to put in complaints, track resolution and review info on their rights. Integration 

with transparency dash boards can bring to light systemic issues for instance repeat error hot spots or back log 

redress which in turn feed into policy reviews and resource planning. By turning redress in to a continuous 

process of operation rather than a one off box tick we see a strengthening of accountability and the closing of 

the feedback loop between citizens and system custodians [39]. At the heart of all this are multi stake holder 

engagements. For effective ESF roll out we see the need for active engagement between government officials, 

tech providers, research scholars, civil society activists and affected communities. Multi stake holder 

governance forums for instance Surveillance Ethics Boards can be used for co creation of standards, co 

evaluation of pilot implementations and iterative improvement of ESF tools. These inclusive processes not 

only improve the context relevance of the framework but also generate public trust by representing diverse 

perspectives. The ESF’s strength is in its ability to guide in the development of inclusive legal frameworks and 

to push innovation in system design. Through the alignment of regulatory needs, procurement incentives, tech 

requirements and governance arrangements into common ethical frameworks the system can transform cyber 

surveillance from a model based on suspicion to one of public safety based on responsibility and rights [43] 

[46]. The last part looks at research and practical steps toward the scale up of the application of ESF across 

jurisdictions and tech domains. 
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