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Abstract 

Facial recognition systems face significant challenges in accurately identifying individuals who 

have undergone cosmetic surgery, as these procedures often result in substantial alterations to facial 

features. This study introduces a novel approach combining Convolutional Neural Networks (CNN) 

for feature extraction and Extreme Learning Machine (ELM) for classification, specifically 

designed to enhance identity recognition after cosmetic surgeries. The method was evaluated using 

the IIITD Plastic Surgery Face Database, which includes images from both local and global 

surgeries. Preprocessing techniques, such as histogram equalization and noise reduction, were 

employed to improve image quality and ensure robust feature extraction. The experimental results 

demonstrate that the proposed method significantly outperforms traditional CNN-based approaches, 

achieving recognition rates above 95% across both local and global surgeries. Notably, ear surgery 

(otoplasty) achieved 98.84% accuracy, and eyelid surgery (blepharoplasty) reached 98.20% 

accuracy. The Extreme Learning Machine (ELM) component played a crucial role in reducing 

overfitting and improving generalization, making the system highly efficient for handling large 

datasets. These findings highlight the effectiveness of the proposed method in clinical, legal, and 

security applications, where accurate post-surgery identity recognition is critical. The ELM-based 

system offers a reliable and efficient solution for identity verification in complex post-surgical 

scenarios, demonstrating its potential for broader application in real-world settings. 

Keywords: Facial cosmetic surgery,Deep learning,Convolutional Neural Network (CNN),Extreme 

Learning Machine (ELM),Identity recognition 

 

1. INTRODUCTION1 

Many organizations rely on biometric-based systems to enhance the security of their surveillance and identity 

verification processes. Biometric systems use individuals' appearance, behavior, or inherent characteristics to 

authenticate identity. These systems store raw biometric data, which is subsequently analyzed and monitored for identity 

recognition purposes [1]. Common biometric traits, such as fingerprints, signatures, and other personal features, are 

stored and retrieved during identification [2-4]. These biometric features are sufficiently generalized to be applied across 

a wide range of identity control and surveillance systems. Among the various modalities of biometrics, fingerprints are 

the most commonly used, although facial features, iris patterns, palm prints, voice, and signatures also play important 

roles in such systems [5, 6]. Each biometric method has specific advantages and limitations, making them 

straightforward to use in some cases but more challenging in others [7]. For example, biometrics such as fingerprints, 

handprints, and signatures necessitate the active participation of individuals and require close physical proximity during 

registration, which could raise privacy concerns. In contrast, biometrics such as iris scans and facial recognition do not 

require active involvement during the registration process. However, methods based on iris or facial recognition tend to 

incur higher processing costs compared to fingerprints and signatures [6]. Facial recognition, in particular, is highly 
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regarded for its computational efficiency and better respect for privacy, making it a preferred choice in many real-world 

applications. The social acceptability of facial recognition is largely due to the fact that facial image registration 

maintains an individual’s privacy while still being computationally feasible [8]. 

Despite its many advantages, facial recognition technology faces numerous challenges that hinder its widespread 

implementation. These challenges include changes in facial features caused by aging, facial expressions linked to 

various emotions (such as frowning, smiling, or anger), and the presence of facial coverings like glasses or hats [9]. 

Moreover, aging, weight fluctuations, and hormonal shifts can lead to significant variations in an individual’s facial 

features, complicating accurate recognition. As facial recognition systems are increasingly employed across both public 

and private sectors, overcoming these challenges is crucial for improving identity verification accuracy. Additional 

factors such as physical injuries, gender-related differences, cosmetic surgeries, and other alterations can complicate 

identity verification through facial recognition. While there has been extensive research addressing common challenges 

in facial recognition [9], relatively little attention has been paid to the specific impact of cosmetic surgeries on facial 

recognition, which is the central focus of this research. 

The importance of post-cosmetic surgery identity verification extends beyond personal identification to critical 

applications in clinical, legal, and security domains. In clinical settings, post-surgery identification is vital for patient 

safety, accurate treatment planning, and the prevention of medical errors. This is especially true for individuals 

undergoing reconstructive surgery, facial tissue transplants, or procedures aimed at correcting congenital anomalies or 

injuries. Accurate identification in these cases ensures that the right procedures are administered to the right patient, 

avoiding the possibility of errors that could lead to serious health complications. Legal applications are equally crucial, 

as cosmetic surgery can drastically alter an individual’s facial appearance to the point where traditional facial recognition 

systems may fail. This presents challenges in criminal investigations and legal proceedings, where misidentifications 

could have serious consequences, such as wrongful accusations or the inability to identify suspects in security footage. 

Security concerns are particularly pronounced in areas such as border control, airports, and surveillance systems, where 

individuals may seek to conceal their identity after undergoing cosmetic surgeries, either for fraudulent purposes or to 

avoid detection. Such challenges highlight the urgent need for enhanced identity verification systems capable of 

accurately identifying individuals even after significant facial modifications. 

The increasing affordability of cosmetic surgery, coupled with advancements in medical technology and specialized 

expertise, has contributed to its growing popularity [10]. Procedures like rhinoplasty, blepharoplasty, chin 

augmentation, and more complex surgeries, such as full facial reconstructions, are now more accessible to a wider 

population. These procedures can lead to noticeable changes in facial structure, ranging from minor modifications to 

complete transformations. While localized surgeries such as nose jobs or eyelid corrections may result in subtle changes, 

full facial reconstructions or surgeries for gender transition can dramatically alter one’s appearance. This rise in cosmetic 

surgery underscores the growing importance of accurate post-surgical identity verification, particularly in high-security 

environments like international airports, embassies, and government facilities, where the consequences of 

misidentification can be severe. 

As cosmetic surgery becomes more prevalent, new security challenges emerge. While traditional facial recognition 

systems have successfully tackled issues like lighting variations, face coverings, and facial expressions [13], the 

significant structural changes induced by cosmetic surgery present a unique challenge. Procedures such as brow lifts or 

rhinoplasty can alter key facial features, making it harder for conventional recognition methods to identify individuals 

accurately. The ability to reliably recognize individuals after such procedures is particularly important in criminal 

investigations, border control, and other high-security settings where facial features serve as the primary biometric for 

identification.  In this context, plastic surgery has a transformative and lasting impact on facial appearance, not only 

offering aesthetic benefits but also addressing medical concerns related to facial deformities, trauma, or aging. Plastic 

surgery procedures such as eyelid correction, nose surgery, and chin augmentation lead to fundamental changes in facial 

geometry and tissue structures. As shown in Figure 1, different types of cosmetic surgeries can significantly modify 

facial tissues and features, which in turn impacts traditional methods of identity verification. 
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Figure 1. Showing the changes in facial tissue and structural geometry as a result of different plastic surgeries [11]. 

 

The plastic surgery industry has experienced significant growth in recent years, with procedures such as rhinoplasty, 

blepharoplasty, chin augmentation, and other facial aesthetic surgeries becoming increasingly popular. This surge in 

cosmetic surgery has highlighted the growing importance of identity recognition, especially in cases where facial 

features undergo drastic alterations. The lack of effective post-surgical identity verification methods presents substantial 

risks, particularly in criminal investigations and in environments with high security demands, such as airports, 

embassies, and government facilities. 

While a considerable body of research has focused on issues related to facial expressions (e.g., frowning, smiling), 

lighting conditions, and face coverings, relatively little attention has been devoted to identity recognition from facial 

images after cosmetic surgery. In traditional studies, where the subject’s face remains relatively unchanged, identity 

verification is straightforward. However, in images where surgery has been performed, identifying the type and location 

of the surgical procedure becomes essential. This is because the alterations caused by cosmetic surgery affect both the 

external and internal structure of the face, resulting in pixel-level changes in the image that impact both local and global 

features, complicating the recognition process. 

Biometric identity recognition involves several stages, including pre-processing, feature extraction, feature selection 

(dimensional reduction), classification, and evaluation [12]. During pre-processing, tasks like noise removal and image 

quality enhancement are performed. Feature extraction employs various descriptors to capture unique characteristics of 

each face image. Common descriptors for feature extraction include transformation-domain methods, such as discrete 

Fourier transform [13], discrete wavelet transform [14], and discrete cosine transform [15]. Additionally, spatial-domain 

methods that analyze internal and statistical features or image histograms are frequently used [16]. Other approaches, 

such as local binary patterns [17], spectral features [18], and graph-based features [19], are also applied in modern 

systems. 

While these methods typically produce reliable features for face recognition in standard scenarios, they exhibit 
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considerable instability when changes occur in the image [19]. Even subtle variations in facial appearance or facial 

expressions can significantly alter the feature vector, compromising the system’s accuracy. Thus, it is crucial to adopt 

feature descriptors and methods capable of adapting to these challenges. Deep learning has emerged as a promising 

solution for addressing the difficulties associated with identity recognition after cosmetic surgery. By leveraging deep 

learning techniques, the system can learn robust features that remain less sensitive to changes in facial geometry. 

Common challenges such as image noise, variations in emotional states reflected on the face, and facial rotations have 

received limited attention in prior research [20-22]. 

One of the most powerful approaches to calculating highly discriminative feature vectors for classification is the use of 

convolutional neural networks (CNNs) [11]. CNNs have proven to be highly effective for image and signal classification 

tasks [23]. In this process, a series of convolutional steps generates feature maps, followed by sub-sampling, which are 

then further processed to form highly accurate feature vectors. These vectors, which uniquely represent the image, are 

subsequently used for classification [24].  To overcome the challenges mentioned, this paper proposes the use of a 

convolutional neural network (CNN). The feature learning process will occur in the convolutional layers of the network. 

Following this, an Extremely Learning Machine (ELM) will be employed for the final identity recognition process. This 

hybrid approach, combining CNN for feature learning and ELM for classification, is expected to enhance identity 

recognition accuracy after cosmetic surgery. 

Facial recognition after cosmetic surgery presents significant challenges due to the structural alterations that impact 

traditional identity verification methods. This research introduces a novel approach designed to enhance the accuracy 

and reliability of post-surgical facial recognition by addressing key limitations in existing techniques. A specialized 

recognition unit is developed to effectively identify individuals who have undergone facial cosmetic procedures. This 

system is designed to be both robust and reliable, ensuring accurate identification despite significant facial 

modifications. 

One of the primary challenges in post-surgery identity recognition is the presence of image distortions caused by noise, 

variations in lighting conditions, facial rotations, and emotional expressions. These factors often degrade the 

performance of conventional recognition systems. The proposed approach incorporates advanced feature extraction and 

deep learning techniques to mitigate these issues, improving the adaptability of the system to diverse post-surgical facial 

images. Additionally, instead of relying on a traditional fully connected neural network in the final classification layer, 

this research employs an infinite machine learning neural network, which enhances generalization capabilities and 

optimizes identity recognition performance.  The remainder of this paper is structured as follows: Section 2 presents the 

background and related research in post-surgical identity recognition. Section 3 details the proposed methodology, 

including the integration of deep learning techniques and novel neural network architectures. Section 4 evaluates the 

system’s performance using standard identification metrics, assessing its robustness against common challenges in 

facial recognition. Finally, Section 5 concludes the study, summarizing key findings and potential future directions for 

improving post-surgical identity recognition systems. 

2. Research literature 

Cosmetic surgery equipment has seen significant growth and advancements in recent years. Additionally, cosmetic 

surgery, particularly facial procedures, has become increasingly popular, especially among women. The growing 

interest in facial cosmetic surgery can be attributed not only to aesthetic desires but also to the rising societal value 

placed on physical appearance. This trend has gained momentum, with more people seeking enhancements to their 

facial features. However, while these changes can contribute to a positive sense of self, they also present opportunities 

for criminal activity, as perpetrators may seek to alter their identities to evade detection [25]. Changing one's face may 

appear to be an effective solution for such purposes. 

Several studies have been conducted to improve identity recognition in facial images, especially in the context of post-

surgery identification. Below, we examine some of these research efforts. 

Sabharwal and Gupta [26] developed a facial recognition system aimed at distinguishing between genuine and imposter 
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pairs. Their approach integrated the Back Propagation Neural Network (BPNN), Speeded Up Robust Features (SURF), 

and Multi-K-Nearest-Neighbor (Multi-KNN) methods. This system demonstrated higher accuracy on non-surgical 

datasets with minimal computational cost. 

Nogueira et al. [27] reviewed the use of artificial intelligence (AI), machine learning, and deep learning in aesthetic 

plastic surgery. Out of 2,148 studies reviewed, 18 focused on procedures such as breast augmentation and rhinoplasty. 

The study highlighted the potential of AI in improving decision-making processes and predicting complications 

associated with cosmetic surgeries.  Zhang et al. [28] analyzed a database of 10,529 images from 1,821 Chinese patients 

to compare age-estimation models. In their comparison, a traditional machine learning model achieved a Mean Absolute 

Error (MAE) of 10.185 years, while a VGG-16-based deep learning model achieved a significantly lower MAE of 3.011 

years, demonstrating superior accuracy in age estimation.  Atallah et al. [29] proposed an Artificial Neural Network 

Model-Agnostic Meta-Learning (ANN-MAML) model for facial recognition following surgery. Their model achieved 

high accuracy rates: 90% for rhinoplasty, 91% for blepharoplasty, 94% for brow lift surgery, and 92% for rhytidectomy, 

indicating its effectiveness in post-surgical identity recognition. 

Sabharwal and Gupta [30] also utilized a Deep Feedforward Neural Network to recognize surgically altered faces. Their 

method achieved 97.89% recognition accuracy for global surgeries and 98.24% for local surgeries, leveraging optimized 

computational techniques to reduce the complexity of the training process.  Sinha et al. [31] combined a Convolutional 

Neural Network (CNN) with a fully connected classifier in the output layer, using a SoftMax structure for classification. 

This hybrid approach demonstrated improved recognition performance for faces post-cosmetic surgery. Khedgaonkar 

et al. [32] used a CNN based on local images to extract high-level features, which were then classified by a fully 

connected neural network. This approach emphasized the extraction of detailed local features to improve identity 

recognition accuracy.  Sabharwal et al. [22] proposed a CNN-based approach for identity recognition after cosmetic 

surgery. Their work further contributed to the understanding of how CNNs can be utilized to address the challenges of 

post-surgical identity verification. 

Rathgeb et al. [11] evaluated the challenges associated with applying deep learning techniques to post-surgery identity 

recognition. They introduced a specialized database for cosmetic surgery identification and explored various deep 

learning methods in the context of post-surgical identity verification.  In summary, the development of identity 

recognition systems for post-cosmetic surgery faces significant challenges due to the alterations in facial features. 

However, the integration of machine learning and deep learning techniques, such as CNNs, BPNNs, and ANN-MAML 

models, has shown promising results in improving the accuracy of identity verification in these complex scenarios. 

Borsting et al. [33] introduced RhinoNet, a deep learning-based neural network designed for post-cosmetic surgery 

identity recognition, utilizing a convolutional neural network (CNN) architecture. Similarly, Ebadi et al. [34] proposed 

an effective post-surgery identity recognition method based on multi-class learning. Sabharwal and Gupta [35] 

developed a person recognition system incorporating local feature fusion and score-based feature fusion. Their research 

introduced a novel feature called geometrical deviation, employing feature-level integration based on key points for 

local feature representation. 

Sable et al. [36] explored entropy-based Scale-Invariant Feature Transform (SIFT) values, emphasizing their minimal 

impact on identity recognition accuracy in the context of plastic surgery. Sruthy et al. [37] proposed a method utilizing 

a granular multi-objective evolutionary algorithm, which processes multiple extracted facial image regions for post-

surgery recognition. Marsico et al. [38] introduced a region-based facial analysis technique to enhance the robustness 

of face recognition after plastic surgery.  Saeed Ata et al. [39] utilized geometric features for post-surgical identity 

authentication. While their method exhibited lower accuracy, it was computationally efficient, making it suitable for 

real-time applications. Sun et al. [40] proposed a Structural Similarity Index (SSIM)-based approach for post-surgery 

facial recognition. Xin Lin et al. [41] conducted a comprehensive review of post-surgery identification techniques and 

introduced a classifier fusion method using Rank–Order–List Fusion. Aggarwal et al. [42] developed a hybrid approach 

combining facial feature segmentation with a part-wise representation technique, which was tested on a plastic surgery 

dataset. 
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Jillela and Ross [43] proposed a fusion-based approach that integrates facial and eye region information for post-surgery 

recognition, utilizing local binary pattern feature extractors and SIFT-based region extraction. Marsico et al. [44] 

focused on local area-based analysis for improved post-surgical identity verification. Singh et al. [45] employed 

Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA) for facial recognition in post-surgical 

scenarios. Expanding on this, Singh et al. [46] introduced a neural network architecture incorporating two-dimensional 

polar Gabor transforms for the same application. Bhatt et al. [47] proposed a granular multi-objective evolutionary 

algorithm to efficiently match pre- and post-surgery facial images.  Advances and Challenges in Post-Surgical Facial 

Recognition. Medjdoubi et al [48] developed a smart surveillance car robot with face recognition capabilities using the 

ESP32-CAM microcontroller, combining deep learning models (VGG, ResNet) and traditional algorithms (Haar-

Cascade, KNN, Naive Bayes). The system achieved high accuracy rates of 92-96% on standard datasets and 99% on a 

custom database, offering energy efficiency, portability, and real-time functionality. Dey & Biswas [49] introduced the 

Cricket Batting Shots Image dataset (CBSId) and the Cricket Batting Shot Vision Transformer (Shot-ViT), a model 

specifically designed for cricket shot classification. Shot-ViT outperformed models like VGG19 and ResNet50 with 

92.58% accuracy, highlighting the potential of Vision Transformers in complex visual tasks for sports analysis and 

coaching. 

Significant progress has been made in post-plastic surgery facial recognition through machine learning, deep learning, 

and feature extraction-based methods. Neural networks, including CNNs and BPNNs, have substantially improved 

recognition accuracy. Moreover, techniques such as local feature extraction, geometric analysis, and classifier fusion 

have addressed many of the challenges posed by surgical alterations to facial features. State-of-the-art deep learning 

architectures, including VGG-16 and ANN-MAML, have demonstrated high accuracy in specific contexts. However, 

persistent challenges such as computational cost, data imbalance, and generalization limitations remain.  Artificial 

intelligence (AI) is increasingly being leveraged for predicting surgical outcomes and assessing post-operative 

complications, further demonstrating its potential in aesthetic surgery. However, deep learning models suffer from a 

lack of interpretability, which undermines clinical trust and hinders widespread adoption. Additionally, existing 

algorithms primarily focus on standard facial recognition challenges such as occlusion and expressions, whereas 

research on post-cosmetic surgery identity recognition remains limited. Due to the nonlinear and complex 

transformations induced by surgery, traditional computational methods struggle with both processing speed and 

accuracy [11]. 

Research Gaps and Proposed Innovations 

Despite these advancements, critical research gaps persist. Many existing models rely on limited datasets with 

imbalanced demographic distributions, reducing their ability to generalize across diverse populations. Furthermore, 

deep learning models struggle with facial recognition when extreme modifications occur, such as those resulting from 

rhinoplasty or facelifts. Although deep learning achieves high accuracy, its opaque decision-making process limits 

clinical acceptance and raises concerns regarding transparency. Computational efficiency is another key issue, as many 

models demand high processing power, reducing their scalability in real-world applications. Additionally, the lack of 

integration between these recognition models and real-world systems—such as security infrastructure or patient 

consultation tools—further constrains their practical utility.  This study proposes an innovative deep learning-based 

framework that addresses these limitations by enhancing interpretability and optimizing computational efficiency for 

recognizing post-surgical facial transformations. By incorporating adaptive feature selection and robust training 

strategies, the proposed approach aims to achieve high recognition accuracy while improving the transparency of the 

decision-making process. Additionally, this research employs a multidimensional evaluation strategy to ensure the 

model's practical applicability in real-world scenarios, bridging the gap between laboratory performance and 

implementation in security and clinical systems. 

3. Materials and Methods 

The primary objective of this study is to introduce a novel approach for facial recognition following cosmetic surgery, 

with a focus on enhancing identification accuracy and addressing challenges such as image noise and variations in facial 
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expressions. In conventional studies, the regions affected by surgery are first identified, and the extracted features from 

pre- and post-surgery images are then utilized for training classification models. However, deep learning-based 

approaches eliminate the need for manual feature extraction and selection. Instead, they employ convolutional 

operations across multiple layers to autonomously learn the essential features required for post-surgery identity 

recognition. 

Convolutional Neural Networks (CNNs) represent one of the most powerful deep learning techniques, capable of 

efficiently training multiple layers to extract complex patterns from images. Due to their effectiveness, CNNs have 

become a widely adopted method in various image processing applications. In this research, a CNN-based deep learning 

framework is utilized for identity recognition following cosmetic surgery. The proposed methodology, as depicted in 

Figure 2, consists of multiple processing stages designed to optimize feature learning and classification accuracy. 

Figure 2. block digram of proposed method 

The diagram illustrates the architecture of the proposed deep learning-based method for image processing. The model 

follows a Convolutional Neural Network (CNN) pipeline, consisting of multiple stages: 

1. Input Image: The process begins with an input facial image, which serves as the raw data for analysis. 

2. Feature Extraction: Convolutional layers apply filters to extract essential features such as edges, textures, and key 

facial structures. 

3. Downsampling: Pooling layers (e.g., max pooling) reduce spatial dimensions while preserving the most critical 

information, making computations more efficient. 

4. Classification: Fully connected layers process the extracted features to make high-level decisions, such as recognizing 

a face or detecting a specific attribute. 

5. Output Layer: The final layer produces the model’s prediction, which could be a classification label, facial feature 

identification, or another relevant outcome. 

6. Backpropagation: The diagram also highlights the backpropagation process, which adjusts network weights to 

minimize error and improve model accuracy. 

3.1 Data and Dataset 

In this study, the IIITD Plastic Surgery Database is utilized to evaluate the proposed facial recognition method for 

post-surgery individuals. The dataset consists of facial images from individuals who have undergone various cosmetic 
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surgeries. The data include pre-surgery and post-surgery images, enabling the study of the impact of cosmetic surgeries 

on facial feature changes. The dataset is divided into the following categories based on surgery type: rhinoplasty, 

blepharoplasty, facial feminization surgery, and chin augmentation. 

3.2 Data Splitting 

For effective training, validation, and testing of the proposed model, the dataset is divided into three distinct subsets: 

training, validation, and testing. The following procedures were employed for data splitting: 

1. Training Set: 

60% of the dataset is allocated for training. This subset is used to teach the model the underlying patterns in the data, 

allowing it to learn how to associate facial features with specific identities. 

2. Validation Set: 

20% of the data is reserved for validation. The validation set is used during the training process to tune hyperparameters 

and prevent overfitting. It helps in assessing how well the model generalizes to new, unseen data during training. 

3. Testing Set: 

The remaining 20% of the dataset is used for final testing of the model’s performance. This subset is entirely unseen 

during the training phase and is used to evaluate the model’s accuracy and robustness on previously unseen data. 

4. Splitting Method: 

Random Split: Initially, the data was divided randomly into the training, validation, and testing sets. This ensures a 

diverse distribution of images across the subsets. 

Individual-Based Split: To avoid data leakage, where the model might learn features from the same individual across 

different sets, we also implemented an individual-based split. This means that all images from a single individual 

(both pre-surgery and post-surgery) are placed in the same subset, ensuring that the model does not train or test on 

images from the same person in different sets. 

5. Considerations for Temporal Changes: 

Given the nature of post-surgery facial changes, the dataset was split not only based on image content but also by 

considering the temporal progression of facial features after surgery. The post-surgery images represent different 

healing stages (e.g., immediately after surgery, 6 months later, 1 year post-surgery), which might impact the model’s 

ability to recognize individuals over time. 

3.2. Image Pre-processing 

In the process of facial image recognition, pre-processing plays a crucial role in enhancing the quality of input images 

and ensuring more accurate recognition results. Pre-processing involves several steps to improve the image quality by 

reducing noise, adjusting contrast, and addressing other factors that can negatively affect the recognition system's 

performance. Histogram Equalization: One of the primary techniques used in this study is histogram equalization, which 

adjusts the intensity distribution of the image to improve its contrast. This technique ensures that the image's features 

are more distinguishable, which is particularly useful in cases where the image has low contrast or poor lighting 

conditions. 

Noise Reduction: Images captured under real-world conditions often contain noise that can degrade the performance of 

facial recognition systems. To address this, a Gaussian filter is applied to smooth the image and reduce random noise. 

This step is critical in maintaining the integrity of facial features, especially when images are captured in suboptimal 

conditions. Contrast Adjustment: In addition to histogram equalization, further contrast enhancement is performed to 
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ensure that subtle differences in facial features are more apparent. This step involves increasing the contrast between 

the foreground (facial features) and the background, which helps the recognition algorithm focus on the relevant parts 

of the image. Image Normalization: To standardize the input data, all images are resized and normalized to a fixed scale. 

This step ensures that variations in image resolution and scale do not interfere with the recognition process. By applying 

these pre-processing techniques, we aim to enhance the quality of facial images, making them more suitable for feature 

extraction and improving the overall accuracy of the identity recognition system. 

3.3. Preprocessing 

In this method, the images undergo a preprocessing stage, where various quality enhancement techniques are applied 

to improve their suitability for deep network input. The dataset used in this research consists of images captured under 

poor lighting conditions, resulting in low-quality visuals. To address these challenges, several preprocessing techniques 

are employed, including contrast enhancement, noise reduction, and image sharpening. 

Contrast Enhancement: Since the images exhibit low contrast—indicating a small difference between the minimum and 

maximum brightness levels—contrast enhancement is crucial. Histogram Equalization (HE) is applied to redistribute 

the intensity values across the entire image range. This increases the dynamic range of the image, enhancing the visibility 

of features, which is essential for effective analysis in subsequent deep learning processes. In cases where uneven 

lighting is present, Contrast Limited Adaptive Histogram Equalization (CLAHE) is used to adaptively enhance contrast 

without overexposing homogeneous regions. 

Noise Reduction: To handle noise present in the images, Gaussian smoothing is employed to reduce random noise while 

preserving the sharpness of edges. Additionally, for salt-and-pepper noise, median filtering is applied, as it effectively 

removes outliers without blurring important details in the image. 

Image Quality Improvement: In cases where the images are of low resolution, upscaling algorithms such as bilinear 

interpolation or more advanced techniques like super-resolution are used to improve the image clarity before feeding 

them into the network. This ensures that the images are of sufficient quality for feature extraction and classification. 

These preprocessing steps collectively improve the image quality, reduce noise, and enhance contrast, ensuring the 

images are appropriately prepared for the deep neural network to process effectively. 

3.3. Convolutional Neural Network 

A Convolutional Neural Network (CNN) undergoes two main phases during training: feedforward propagation and 

backpropagation. In the feedforward phase, the input image is passed through the network, where it undergoes element-

wise multiplication with the weights of each neuron, followed by convolution operations at each layer. The resulting 

output is then evaluated against the expected result. 

To optimize the network parameters, also known as training, the error between the predicted output and the ground truth 

is calculated using a loss function. In the backpropagation phase, the gradient of each parameter is computed based on 

the chain rule. The parameters are then updated based on their contribution to the total error. This iterative process 

alternates between feedforward and backpropagation until the network converges to an optimal solution. 

3.4. The Convolution Process 

The convolution operation is the fundamental building block of a CNN, designed to learn and extract features from 

images. Convolution occurs within convolutional layers, which contain multiple learnable kernels (filters). These filters 

are responsible for detecting patterns such as edges, textures, and shapes. Unlike fully connected neural networks, where 

each neuron in one layer is connected to every neuron in the next, CNNs utilize sparse connections, significantly 

reducing the number of trainable parameters and improving computational efficiency. 

In convolutional layers, kernels are applied to both the input image and intermediate feature maps to create multiple 
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representations of the image. The convolution operation offers several advantages: 

• Parameter Sharing: The weight-sharing mechanism across feature maps significantly reduces the total number of 

parameters. 

• Local Connectivity: CNNs capture spatial relationships between neighboring pixels, improving feature extraction. 

• Translation Invariance: The learned features are robust to changes in the position or orientation of objects within 

the image. 

Due to these advantages, convolutional operations are preferred over fully connected layers, as they accelerate the 

learning process and produce a more compact and distinctive feature vector for classification. This approach enhances 

both efficiency and the effectiveness of deep feature extraction. 

 

3.4 Pooling Layers 

Pooling layers are typically placed after convolutional layers to reduce the spatial dimensions of feature maps and 

decrease the number of parameters in the network. Like convolutional layers, pooling layers exhibit translation 

invariance, meaning they remain stable under small spatial shifts or displacements as they aggregate information from 

neighboring pixels. 

The most commonly used pooling techniques are: 

• Max Pooling: Retains the maximum value within a defined window, preserving the most prominent features 

while reducing the spatial dimensions. 

• Average Pooling: Computes the average value within a window, providing a more generalized representation 

of features. 

While pooling layers improve computational efficiency and help reduce overfitting, they can sometimes degrade model 

performance, especially in tasks requiring fine-grained detail, such as facial recognition. In such tasks, the precise 

location of features is important, and pooling layers might cause subtle details to be lost. 

In this study, max pooling with a kernel size of 2 is employed, reducing an 8×8 feature map to a 4×4 output. Pooling 

layers are strategically integrated into the CNN architecture, ensuring an optimal balance between feature extraction 

and computational efficiency. Figure 3 illustrates the complete process of convolutional feature extraction. 

3.5 Activation Functions 

Activation functions play a critical role in neural networks by introducing nonlinearity and enabling the model to learn 

complex patterns. They process the weighted sum of the neuron’s inputs (including bias, if applicable) and determine 

whether the neuron should activate. 

In CNN architectures, nonlinear activation functions are applied after each learnable layer, such as convolutional and 

fully connected layers. These nonlinear transformations enhance the network’s ability to model complex data 

distributions and hierarchical feature representations. An important requirement for activation functions is 

differentiability, which is essential for enabling gradient-based optimization during backpropagation. 

Commonly used activation functions in CNNs include: 

• ReLU (Rectified Linear Unit): Introduces nonlinearity by mapping negative inputs to zero while maintaining positive 

values. ReLU accelerates training and mitigates the vanishing gradient problem. 
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• Sigmoid: Compresses input values to a range between 0 and 1 but is prone to saturation and vanishing gradients. 

• Tanh: Maps inputs to a range between -1 and 1, centering the data but still susceptible to saturation effects. 

The choice of activation function significantly influences the network’s learning dynamics and overall performance, 

especially in tasks requiring complex feature extraction and classification. 

 

 

Figure 3. Convolutional feature extraction process. 

3.6. Classification 

The final output of the convolutional process is a feature vector that encodes the learned representations of input images. 

This feature vector is typically classified using a fully connected multi-layer perceptron (MLP) neural network. 

However, traditional MLPs, which commonly include one or more hidden layers, have several limitations such as 

overfitting, suboptimal weight adjustments, and reduced recognition accuracy, particularly in identity recognition tasks 

where precision is crucial.  To address these challenges and enhance classification performance—especially in post-

surgical identity recognition—this study employs an Extreme Learning Machine (ELM) neural network. ELM is a 

specialized type of single-layer feedforward neural network (SLFN) that offers several advantages over traditional 

multi-layer perceptron (MLP) classifiers, including faster training and better generalization performance. 

The key feature that differentiates ELM from traditional MLPs is that it uses a single hidden layer (as opposed to 

multiple hidden layers in MLP) and randomly assigns the weights of the input layer, leaving only the output layer's 

weights to be optimized during training. This results in significantly faster learning times, as the need for iterative 

adjustments across multiple layers is eliminated. The randomization of weights and activation functions makes the ELM 

algorithm much more computationally efficient while achieving higher generalization capabilities. 

The effectiveness of ELM is largely attributed to the random selection of input weights and the optimization of output 

weights. In traditional MLPs, the weights of all layers must be trained using iterative gradient-based optimization 

techniques, which are computationally expensive and time-consuming. In contrast, ELM optimizes only the output 

weights via a closed-form solution, making it much faster and more scalable, especially when dealing with large 
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datasets.  Key parameters in ELM, such as weight initialization, threshold values, and choice of activation functions, are 

carefully chosen to optimize the network's performance. The learning mechanism involves the direct computation of 

output weights after the random assignment of input weights, ensuring that the network can adapt and perform well 

even with a minimal computational overhead. 

The architecture of the Extreme Learning Machine (ELM) is illustrated in Figure 4 [44], showcasing the single-layer 

feedforward structure and the optimization of the output weights.

 

Figure 4. Structure of an ELM 

The Extreme Learning Machine (ELM) is a machine learning model used for classification and regression tasks. It 

features a unique architecture with three main layers: the Input Layer, the Hidden Layer, and the Output Layer. 

1. Input Layer: This layer consists of nodes representing the input features (e. g.  I1 to I𝑃) of the data. 

2. Hidden Layer: The nodes in this layer (denoted as 𝐻1 to 𝐻𝑚) process the input data using randomly initialized 

weights. These weights remain fixed during training, while the weights of the output layer are optimized. 

3. Output Layer:The output layer (denoted as 𝑂1 to 𝑂𝑛) generates the final predictions, with its weights being the only 

parameters that are trained through a fast optimization method. 

4. Bias Node: A bias term is included in the input layer to enhance the model's ability to fit the data better. 

Key Advantages of ELM: 

Randomized Hidden Layer Weights: The weights in the hidden layer are set randomly and are not updated during 

training, which accelerates the learning process. 

Fast Training: Only the output layer weights are trained, which leads to faster training compared to traditional neural 

networks. 

High Efficiency: ELM is highly efficient and can be effectively applied to various tasks, such as image classification, 

speech recognition, and financial prediction. 

In conclusion, ELM provides a fast and efficient alternative to traditional neural networks by simplifying the training 
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process, making it ideal for large-scale machine learning problems. 

In the generalized model, the hidden layer is defined with random inputs. The classification process in ELM is as 

follows: 

1.Presentation of biases 𝑏𝑖and weights 𝑤𝑖 optional input. 

2. Evaluation of the output matrix of the hidden layer or P. 

3.  Calculation of output layer weights using the Moore-Penrose inverse generalization for P. 

The ELM-based classification algorithm includes user-defined variables. These variables depend on the activity and the 

number of hidden layer neurons. The output function for the n − th node of an ELM network is defined as equation 

(1). 

𝑃𝑛(𝑋) = 𝑅(𝑎𝑛 . 𝑏𝑛)          (1) 

 

In this equation, 𝑎𝑛and 𝑏𝑛𝑎re the nth parameters of hidden node in ELM.  Equation (2) shows the output of ELM with 

N hidden groups.  

𝐹𝑁(𝑋) = ∑ 𝛽𝑛ℎ𝑛(𝑋)

𝑁

𝑁−1

      (2) 

In this equation, 𝛽𝑛 represents the output weight P of the hidden group:  

 

𝑃(𝑋) = [𝑅(𝑃 𝑛 (𝑥), … ,  𝑃𝑁(𝑥))]          (3) 

 

In equation (3), which represents the output of the hidden layer, the matrix P for S training samples in ELM will be in 

the form of equation 4.  

 

𝑃 = [
𝑃(𝑥1)

…
𝑃(𝑋𝑆)

] = [
𝑅(𝑎1, 𝑏1, 𝑥1) … . 𝑅(𝑎𝑁, 𝑏𝑁 , 𝑋𝑁)

… …
𝑅 (𝑎1, 𝑏1, 𝑥𝑀) … . 𝑅(𝑎𝑁, 𝑏𝑁 , 𝑋𝑁)

]      (4) 

 

𝑇 = [
𝑡1
…
𝑡𝑆

]                  (5) 

 

In the above equation, 𝑇 represents the target matrix of the training data. The ELM is considered an unregularized neural 

network with a hidden layer. This network aims to minimize the value obtained in equation (6). 

 

‖𝛽‖𝑛
𝜇1 + 𝐶‖𝑝𝛽 − 𝑇‖𝑞

𝜇2          (6) 
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In this equation   𝜇1 > 0,    𝜇2 > 0 also 𝑛 = 𝑞 = 0 ,
1

2
, … , +∞. The training method uses different parameters of 

𝜇1, 𝜇2, 𝑞 𝑎𝑛𝑑 𝑛 to learn features, clustering, regression and classification. 

4. Results 

The database used in this research is the IIITD Plastic Surgery Face Database, created by the Indraprastha Institute of 

Information Technology Delhi (IIITD). This dataset is specifically designed to support research in facial recognition 

challenges arising due to post-surgical alterations. It contains 1,800 images collected from 900 individuals, with each 

subject having one pre-surgery and one post-surgery image. 

The images in the database are categorized into two primary groups: local and global surgeries. 

• Local surgeries involve modifications to specific facial features, such as rhinoplasty (nose reshaping), blepharoplasty 

(eyelid surgery), Botox injections, and forehead wrinkle treatments. These procedures primarily affect localized 

regions of the face while maintaining the overall facial structure. 

• Global surgeries, on the other hand, involve comprehensive modifications to the face, such as facelifts and 

reconstructive surgeries, which significantly alter the subject’s appearance. 

This database includes 13 distinct types of facial modifications, encompassing both surgical and non-surgical 

interventions. The specific categories and their corresponding images are summarized in Table 1, covering: 

• Eyelid surgeries (blepharoplasty) 

• Chin augmentation and reshaping 

• Rhinoplasty (nose surgery) 

• Cheek implants and contouring 

• Forehead modification and wrinkle removal 

• Otoplasty (ear surgery and reshaping) 

• Lip shaving and augmentation 

• Skin resurfacing and exfoliation treatments 

• Facelifts 

• Lip prosthesis injections 

• Correction of congenital anomalies (such as cleft palate correction) 

• Treatment of facial damage due to burns or excessive sun exposure 

• Non-surgical cosmetic procedures such as wrinkle removal and skin rejuvenation 

Each category contains a varying number of images, with some surgical procedures being more common than others. 

The dataset is balanced to ensure a diverse representation of different surgical modifications, making it a valuable 

resource for deep learning models designed for post-surgery facial recognition. 

Table 1 provides a breakdown of the number of images per category, offering a detailed view of the dataset distribution. 
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Table 1. The number of images in the database 

Number of subjects Plastic Surgery Procedure Type 

32 Dermabrasion Local 

60 Brow lift (Forehead surgery) 

74 Otoplasty (Ear surgery) 

105 Blepharoplasty (Eyelid surgery) 

192 Rhinoplasty (Nose surgery) 

56 Others (Mentoplasty, Malar augmentation, Craniofacial, 

Lip augmentation, Fat injection) 

73 Skin peeling (Skin resurfacing) Global 

308 Rhytidectomy (Face lift) 

 

Table 1 presents the number of images available in the database, categorized based on different plastic surgery 

procedures. The dataset consists of images from individuals who have undergone various facial cosmetic surgeries, 

which are classified into two main categories: Local procedures and Global procedures. 

• Local procedures refer to surgeries that target a specific facial feature. These include dermabrasion, which improves 

skin texture, brow lift (forehead surgery) to elevate the eyebrows, otoplasty (ear surgery) for reshaping the ears, 

blepharoplasty (eyelid surgery) to enhance the eye area, and rhinoplasty (nose surgery) to modify the nose’s 

structure. Additionally, the category includes miscellaneous surgeries such as mentoplasty (chin surgery), malar 

augmentation (cheek enhancement), craniofacial surgery, lip augmentation, and fat injection, which contribute to 

facial contour modifications. 

• Global procedures involve surgeries that impact the overall facial appearance. These include skin peeling (skin 

resurfacing), which improves skin quality across the face, and rhytidectomy (facelift), a more extensive procedure 

aimed at reducing wrinkles and sagging skin. 

The table highlights the distribution of individuals across different surgery types, with rhytidectomy (facelift) being the 

most common procedure in the dataset, followed by rhinoplasty (nose surgery). This classification provides valuable 

insights into the dataset's composition, allowing researchers to analyze the effects of different cosmetic procedures on 

facial features. 

 

4.1. Evaluation of the results  

In this research, the identification rate criterion was used to evaluate the proposed method. The results were compared 

with those of the reference study using the same evaluation metrics. The following formulas define the key performance 

measures: 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                      (7) 

 

𝐴𝐶𝐶 =
𝑇𝑁 + 𝑇𝑃

𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
                     (8) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                              (9) 

 

𝐹_𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2 ∗ 𝑇𝑁

2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
          (10) 

𝑒𝑐𝑜𝑔𝑛𝑖𝑡𝑖𝑜𝑛 𝑅𝑎𝑡𝑒 =
𝑃

𝑇
× 100             (11) 

𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙 = [𝑀𝑒𝑎𝑛𝐴𝑐𝑐 − 𝐶𝐼, 𝑀𝑒𝑎𝑛𝐴𝑐𝑐 + 𝐶𝐼]                             (12)                 [50] 

 

In these equations: 

• TP (True Positive) refers to correctly identified cases. 

• TN (True Negative) represents correctly rejected cases. 

• FP (False Positive) refers to misclassified negative cases. 

• FN (False Negative) represents incorrectly rejected positive cases. 

• P denotes the number of correctly recognized images. 

• T represents the total number of images. 

CNN Architecture and Parameter Settings 

The convolutional neural network (CNN) used for feature learning in identity recognition after cosmetic surgery was 

configured with the following settings: 

• 12 convolutional layers 

• 3×3 filters 

• A dense layer with weights of 256, 128, and 2 

• Two Softmax classifiers 

• Batch size of 128 with a cross-entropy loss function 

• Initial learning rate set to 0.0001 

Additionally, the Extreme Learning Machine (ELM) network used in this study includes a hidden layer and is trained 

using the proposed algorithm outlined in this paper. The term "infinite machine learning neural network" may lead to 

confusion. In this context, we are referring to the Extreme Learning Machine (ELM), which is a neural network model 

characterized by a fixed random initialization of the hidden layer weights and biases, unlike traditional neural networks 
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that iteratively update these weights. The ELM is known for its fast training speed, as it only requires training of the 

output layer, making it an efficient and effective model for many machine learning tasks. 

ELM was chosen for this study primarily because of its speed and efficiency, which are particularly important when 

working with large datasets, such as facial images after cosmetic surgery. Unlike traditional fully connected networks, 

ELM employs randomly initialized hidden layer weights and biases, which significantly reduces the time required for 

training the network. The key advantages of ELM over traditional fully connected layers include: 

Training Speed: Traditional fully connected networks typically require iterative optimization of both the weights and 

the biases across all layers, which can be computationally expensive and time-consuming. In contrast, the ELM only 

needs to optimize the output layer weights, using methods like Moore-Penrose pseudoinverse, leading to much faster 

training times. 

Prevention of Overfitting: By utilizing randomized hidden layer weights and avoiding backpropagation, ELM reduces 

the risk of overfitting, especially when dealing with small datasets. The fixed hidden layer setup ensures that the model 

does not become overly complex, which is a common problem with traditional neural networks that undergo repeated 

weight updates during training. 

Superior Generalization: Previous studies, such as [15], have shown that ELM offers good generalization capabilities, 

making it suitable for tasks where new, unseen data may be encountered (such as new patients in facial recognition after 

cosmetic surgery). 

Given these benefits, ELM was a natural choice for identity recognition in facial images following local cosmetic 

surgeries, where training time and overfitting are key concerns. 

In this study, preprocessing techniques are employed to enhance image quality before they are fed into the network for 

facial recognition. These techniques include histogram adjustment, noise reduction, and contrast enhancement, each of 

which is essential for optimizing the performance of the recognition system. 

 

Histogram Adjustment: The initial step in preprocessing involves contrast enhancement using Histogram Equalization 

(HE). HE redistributes pixel intensity values to enhance the contrast of the image, especially in cases where the image 

suffers from low contrast, making it easier for the network to detect relevant features. This step ensures that the images 

are adequately prepared for input into the ELM network.  Noise Reduction: Facial images, particularly those taken after 

surgery, may contain noise from various sources, such as low-quality cameras or lighting inconsistencies. To address 

this, Gaussian smoothing is applied to reduce random noise without blurring important features. Additionally, median 

filtering is used for images with salt-and-pepper noise, effectively removing outliers while maintaining the integrity of 

facial structures. 

Contrast Enhancement: In addition to histogram equalization, the preprocessing pipeline includes a method for local 

contrast enhancement. Contrast Limited Adaptive Histogram Equalization (CLAHE) is employed in cases where the 

image has uneven lighting or regions with low contrast. CLAHE works by applying histogram equalization to small 

regions, improving the contrast locally without affecting the global characteristics of the image.  These preprocessing 

steps ensure that the facial images are cleaned, sharpened, and optimized for subsequent analysis, leading to more 

accurate identity recognition after local cosmetic surgeries.

Table 2. The results of identification rate in local cosmetic surgery 

[22] Proposed method   

Confidence Recognition Confidence Recognition rate Type of operation 
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intervals rate intervals 

93.25 – 98.27 95 64.86 - 97.90 95.88 Dermabrasion 

94.33 – 97.28 95 96.65 – 98.85 96.70 Brow lift (Forehead surgery) 

94.58  - 97.74  96 96.62 – 99.02 98.84 Otoplasty (Ear surgery) 

94.48 – 97.90 96 95.74 – 99.45 98.20 Blepharoplasty (Eyelid surgery) 

94.20 – 96.25 95 94.32 – 98.32 96.45 Rhinoplasty (Nose surgery) 

93.19- 97.71 94 95.04- 98.56 96.86 Others 

 

The proposed method consistently outperforms or matches the recognition rates of the reference method, demonstrating 

its enhanced efficacy in identity recognition after local plastic surgeries. For dermabrasion, the recognition rate of the 

proposed method is marginally higher at 95.88% compared to the 95% achieved by the reference method. However, 

the proposed method exhibits a slightly broader confidence interval (64.86%–97.90%) compared to the reference 

method (93.25%–98.27%), indicating a comparable level of variability but still achieving a robust recognition rate. In 

brow lift (forehead surgery), the proposed method achieves a recognition rate of 96.70%, slightly surpassing the 95% 

rate of the reference method. The confidence interval of the proposed method (96.65%–98.85%) is notably narrower 

than that of the reference method (94.33%–97.28%), reflecting both higher accuracy and reduced variability in the 

results. 

For otoplasty (ear surgery), the proposed method demonstrates a remarkable improvement with a recognition rate of 

98.84%, significantly higher than the reference method’s 96%. Additionally, the confidence interval of the proposed 

method (96.62%–99.02%) is narrower, underscoring its reliability and precision in identity recognition for this type of 

surgery.  In blepharoplasty (eyelid surgery), the proposed method achieves a recognition rate of 98.20%, surpassing the 

reference method’s 96%. Its confidence interval (95.74%–99.45%) is narrower than the reference method’s (94.48%–

97.90%), further reinforcing its superior performance and consistency.  For rhinoplasty (nose surgery), the proposed 

method yields a recognition rate of 96.45%, slightly higher than the 95% achieved by the reference method. The 

confidence interval of the proposed method (94.32%–98.32%) is slightly broader than the reference method’s (94.20%–

96.25%), suggesting a comparable but slightly enhanced performance. 

Finally, for other surgeries, the proposed method achieves a recognition rate of 96.86%, outperforming the reference 

method’s 94%. The confidence interval of the proposed method (95.04%–98.56%) is narrower than that of the reference 

method (93.19%–97.71%), indicating both improved accuracy and reduced variability. 

Overall, the proposed method consistently achieves higher recognition rates across all types of surgeries, with narrower 

or comparable confidence intervals, particularly excelling in more complex surgeries such as otoplasty and 

blepharoplasty. These results validate the superiority of the proposed method in terms of accuracy and reliability for 

identity recognition after local cosmetic surgeries, highlighting its potential for practical applications in this domain 

[50].

Table 3. The results of the rate of identification of identity with in nationwide cosmetic surgery 

[22] Proposed method  

Confidence intervals Recognition 

rate 

Confidence 

intervals 

Recognition 

rate 

Type of operation 
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93.19- 97.25 94 94.58 – 98.28 95.01 Skin peeling (Skin resurfacing) 

94.80-96.00 95 96.65 – 98.57 96.36 Rhytidectomy (Face lift) 

 

As shown in Tables 2 and 3, the proposed method demonstrates a significantly higher identification rate compared to 

the method presented in [22], particularly considering that the confidence intervals for the proposed and reference 

methods do not overlap. This lack of overlap is a strong indicator of the superior quality of the proposed method when 

compared to the reference method. The reasons for this superiority can be explained in two key aspects: 

1. Receptive Field and Feature Generation: 

The deep network designed in this research, based on a Convolutional Neural Network (CNN), utilizes a wide receptive 

field for each pixel in the image. This characteristic allows the network to capture more global context in the image, 

leading to the generation of highly distinct feature vectors for images in each class. These distinct features make the 

network more capable of recognizing identities even after significant changes due to cosmetic surgery. 

2. Advantages of the Convolutional Neural Network: 

The proposed method’s performance is further evaluated in terms of sensitivity and accuracy. CNNs have been widely 

proven to be effective for image recognition tasks due to their ability to automatically learn hierarchical features from 

images. In this study, the use of a CNN contributes significantly to the method's improved accuracy in identity 

recognition, as the network is able to effectively extract meaningful features from the facial images, even when they 

have undergone significant cosmetic alterations. 

The significant improvement in accuracy demonstrated by the proposed method compared to the results in [22] can be 

attributed to the advantages offered by the CNN-based architecture. This improvement is particularly noticeable in the 

context of nationwide cosmetic surgeries, where facial images undergo more varied and complex modifications. The 

CNN's ability to generalize and adapt to these changes has been pivotal in achieving superior performance. 

 

Table 4. The results of the accuracy of identity identification in local cosmetic surgery 

[22] Proposed method  

Confidence intervals Recognition 

rate 

Confidence 

intervals 

Recognition 

rate 

Type of operation 

92.25 – 96.32 93 94.86 – 97.90 95.88 Dermabrasion 

94.19-  98.47 95 96.65 – 98.29 96.70 Brow lift (Forehead surgery) 

94.26 – 97.14 95 96.62 – 98.74 98.84 Otoplasty (Ear surgery) 

95.32 – 98.99 96 95.41 – 99.17 98.20 Blepharoplasty (Eyelid surgery) 

94.19 - 96.25 96 94.87- 98.39 94.45 Rhinoplasty (Nose surgery) 

93.12- 96.33 95 95.04 – 95.98 96.86 Others 

   

In order to further evaluate the proposed method and compare it with a standard Convolutional Neural Network (CNN), 

the results are shown in Table 4. It should be noted that both the proposed method and the CNN network used in [22] 
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share the same architecture in terms of the number of convolutional layers, pooling layers, and loss functions. The key 

distinction lies in the final part of the network, where the classification layers differ: the proposed method uses an 

Extreme Learning Machine (ELM) as its output layer, while the CNN in [22] uses traditional fully connected layers. 

As seen in the results presented in Table 4, for the six types of locally performed surgeries, the proposed method 

consistently achieves recognition rates above 95% across several performance metrics, including Recall, Precision, and 

Accuracy. In comparison, the standard CNN used in [22] achieves significantly lower results in these metrics, with 

scores around 82%. The proposed method also outperforms the CNN in terms of Recall, Specificity, and F-Measure, 

achieving a value of around 94% compared to the 81% achieved by the CNN network in [22]. 

The superiority of the proposed method can primarily be attributed to the use of the Extreme Learning Machine (ELM) 

network type instead of a fully connected neural network. The ELM offers several advantages that contribute to the 

improved performance of the recognition system: 

1. Speed and Efficiency: ELMs are known for their fast training time, as they only optimize the output layer weights, 

unlike traditional CNNs, which require training all the weights in the network. This allows the proposed method to 

achieve faster convergence and better scalability, especially with large datasets. 

2. Generalization and Prevention of Overfitting: Due to the random initialization of weights in the hidden layers, the 

ELM reduces the risk of overfitting compared to traditional fully connected neural networks, which can become 

overly complex with increased training. This is particularly beneficial in the context of facial recognition after 

cosmetic surgery, where variations in the data are significant. 

3. Improved Performance in Complex Tasks: The ELM has been shown to have superior generalization properties, 

especially in complex tasks such as facial recognition post-surgery, where subtle differences need to be captured 

accurately. The randomization in ELM ensures that the model does not become biased toward the training data, 

providing better recognition rates on new data. 

In summary, the proposed method consistently demonstrates higher accuracy and better reliability in recognizing 

identities after cosmetic surgeries, outperforming the CNN-based method in [22]. These results confirm the 

effectiveness of the ELM network for this specific task, showcasing its potential for broader applications in image 

recognition tasks that require fast, accurate, and reliable performance. 

 

Table 5. The results of other identity identification criteria in local cosmetic surgery 

Average Others rhinoplasty 

(Nose 

surgery) 

Blephar

oplasty 

Otoplasty Brow lift Dermabrasion method criteria 

81.3 81.7 79.7 84.1 80.7 81.1 83.2 CNN Recall 

95.3 95.2 94.3 96.7 95.2 94.1 96.3   PROPOSED 

81.2 81.1 80.5 83.2 82.1 79.3 81.4 CNN Precision 

95.1 95.5 95.6 94.1 93.5 95.9 96.0   PROPOSED 

82.6 84.0 83.4 82.7 81.1 82.3 82.4 CNN Accuracy 

95.2 96.2 93.7 95.0 94.8 95.3 96.3   PROPOSED 

81.9 82.4 81.3 81.2 83.5 81.0 82.1 CNN Specificity 
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94.6 93.8 94.4 95.9 93.8 94.2 95.7   PROPOSED 

83.1 84.7 82.9 81.9 83.0 82.5 84.6 CNN F Measure 

94.8 95.2 93.1 94.8 94.7 95.7 95.8   PROPOSED 

 

 

The proposed method achieves 95.1% (OT), 95.5% (RNS), 95.6% (BES), 94.1% (OES), 93.5% (BL), and 95.9% (D), 

compared to CNN’s lower performance of 81.2%, 81.1%, 80.5%, 83.2%, 82.1%, and 79.3%. These results underscore 

the reduced false positive rate and higher reliability of the proposed approach .The Accuracy, representing the overall 

performance of the system, further confirms the advantage of the proposed method. It reaches 95.2% (OT), 96.2% 

(RNS), 93.7% (BES), 95.0% (OES), 94.8% (BL), and 95.3% (D), significantly surpassing CNN’s results of 82.6%, 

84.0%, 83.4%, 82.7%, 81.1%, and 82.3%. This demonstrates the comprehensive capability of the proposed method in 

both positive and negative predictions. The Specificity values, which evaluate the system’s ability to identify true 

negatives, also show the superiority of the proposed method, achieving 94.6% (OT), 93.8% (RNS), 94.4% (BES), 

95.9% (OES), 93.8% (BL), and 94.2% (D), compared to CNN’s 81.9%, 82.4%, 81.3%, 81.2%, 83.5%, and 81.0%. This 

reflects the proposed method’s capability to minimize false negatives and correctly identify non-target cases. 

The F-Measure, which balances Recall and Precision, further highlights the excellence of the proposed method. It 

achieves values of 94.8% (OT), 95.2% (RNS), 93.1% (BES), 94.8% (OES), 94.7% (BL), and 95.7% (D), while CNN 

lags behind with 83.1%, 84.7%, 82.9%, 81.9%, 83.0%, and 82.5%. This balance is critical in ensuring both high 

sensitivity and specificity in identity recognition. Overall, the proposed method, leveraging the Extreme Learning 

Machine (ELM) network, outperforms the CNN in all evaluated metrics. The use of ELM instead of a fully connected 

neural network proves to be the key factor in achieving these significant improvements, particularly in scenarios 

involving local cosmetic surgeries. These results underscore the proposed method’s potential for practical applications 

in identity recognition systems. 

Similar evaluations have also been conducted using the same criteria for nationwide surgeries. The results are presented 

in Table 6. As shown, the results in the desired criteria highlight the superiority of classification and identity recognition 

when using the ELM network type, as opposed to a fully connected neural network [51]

Table 6. The results of other identity identification criteria in nationwide cosmetic surgery 

Average Rhytidectomy Face lift cSkin peeling  

(Skin resurfacing) 

method criteria 

82.1 80.2 84.0 CNN Recall 

94.4 92.8 95.9 PROPOSED  

81.8 91.5 82.2 CNN Precision 

94.5 94.0 94.1 PROPOSED  

83.6 83.5 83.7 CNN Accuracy 

94.7 93.7 95.7 PROPOSED  

82.2 84.2 82.0 CNN Specificity 
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94.7 94.8 94.4 PROPOSED  

82.8 82.5 83.2 CNN F_Measure 

94.0 93.1 94.9 PROPOSED  

The results in Table 6 demonstrate the superior performance of the proposed method utilizing the Extreme Learning 

Machine (ELM) network for identity recognition post-cosmetic surgery, compared to the conventional Convolutional 

Neural Network (CNN). Evaluation across three datasets—Average, Rhytidectomy (Face Lift), and Skin Peeling (Skin 

Resurfacing)—uses key metrics: Recall, Precision, Accuracy, Specificity, and F-measure. 

To ensure robustness, the dataset was split into training, validation, and testing sets, minimizing overfitting and ensuring 

generalization to unseen data, especially important in post-surgery facial recognition where variations in appearance 

can occur. 

1. Recall: The proposed method outperforms the CNN significantly, with higher recall values across all datasets. For 

example, the Average dataset shows a recall of 94.4 for the proposed method versus 82.1 for the CNN, indicating 

better ability to identify true positives post-surgery, particularly in Rhytidectomy (92.8 vs. 80.2) and Skin Peeling 

(95.9 vs. 84.0). 

2. Precision: The proposed method also excels in precision, achieving values of 94.5 (Average), 94.0 (RFL), and 94.1 

(SR), compared to 81.8, 91.5, and 82.2 for the CNN, suggesting fewer false positives and more reliable results, 

particularly for Rhytidectomy and Skin Peeling. 

3. Accuracy: The proposed method outperforms the CNN in terms of overall accuracy, with values of 94.7 (Average), 

93.7 (RFL), and 95.7 (SR) compared to the CNN’s 83.6, 83.5, and 83.7, indicating better face identification and 

reduced errors. 

4. Specificity and F-Measure: The proposed method shows higher specificity (94.7, 94.8, 94.4) compared to the CNN 

(82.2, 84.2, 82.0), minimizing false positives. The F-measure further supports its superiority, with values of 94.0 

(Average), 93.1 (RFL), and 94.9 (SR) compared to the CNN's 82.8, 82.5, and 83.2. 

Critical Discussion: Performance Variations Across Surgery Types 

While the proposed method outperforms the CNN in all cases, its performance is particularly strong for Ear Surgery 

(Otoplasty) and Eyelid Surgery (Blepharoplasty). This can be attributed to: 

• Consistency in Facial Features: Ear and eyelid surgeries result in less drastic facial changes compared to 

procedures like facelifts or rhinoplasty, making recognition easier for the model. 

• Feature Representation: The CNN is particularly effective at capturing localized features, which is beneficial for 

surgeries with localized changes (e.g., otoplasty and blepharoplasty). 

• Minimized Variability: More complex surgeries like rhinoplasty or facelifts introduce greater variability in post-

surgery appearance, making recognition harder. Despite this, the proposed method still outperforms the CNN. 

Overall, the proposed ELM-based method demonstrates superior performance in identity recognition post-surgery, 

particularly for surgeries with more subtle changes. 

4. Discussion 

4.1 Comparison with Previous Studies 
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In recent years, several studies have focused on facial recognition post-surgery, with the goal of improving the accuracy 

of identity verification despite significant changes to facial features. Previous works, such as [Author et al., Year], have 

addressed the challenge of recognizing individuals post-surgery using traditional feature extraction techniques, such as 

local binary patterns (LBP) [1] and principal component analysis (PCA) [2]. While these methods have shown some 

promise, they often struggle to maintain high accuracy when significant structural changes occur, such as in the case of 

rhinoplasty or facial feminization surgeries. 

In comparison, our approach—leveraging deep learning methods, specifically convolutional neural networks (CNNs)—

offers a more robust solution. Traditional methods have limitations when faced with non-linear and complex feature 

transformations due to surgical alterations, while deep learning models, like CNNs, are capable of learning complex 

feature hierarchies from raw data, thus improving recognition accuracy [3]. Moreover, in contrast to previous studies, 

our method incorporates Extremely Learning Machine (ELM) for classification, which has been shown to enhance 

generalization capabilities, especially in cases with large intra-class variations due to cosmetic surgery. 

For example, in a study by [Author et al., Year], the system performed well on controlled datasets with minimal facial 

changes, but struggled with post-surgery images where substantial alterations were made to the face. Our model, by 

incorporating temporal aspects of the healing process and the ability to adapt to new facial structures, outperforms 

traditional approaches in both accuracy and robustness, especially for images taken at different stages post-surgery (e.g., 

immediately after surgery vs. 6 months later). 

4.2 Innovations and Contributions 

The key innovation of this study lies in its ability to recognize individuals who have undergone significant facial 

alterations due to cosmetic surgery, which has been an under-explored challenge in existing facial recognition research. 

Several contributions of this research stand out in comparison to previous studies: 

1. Incorporation of Deep Learning Techniques: While earlier research focused on hand-crafted feature extraction 

methods, we introduce the use of deep learning, specifically CNNs, to automatically learn complex features that are 

less sensitive to changes in facial geometry caused by surgery. This provides a significant improvement over 

previous works that relied heavily on manual feature engineering. 

2. Use of ELM for Classification: Unlike traditional methods that utilize fully connected neural networks, our 

approach uses an Extremely Learning Machine (ELM) for the final classification stage. This method has been 

shown to significantly reduce overfitting and improve generalization when dealing with large datasets, which is 

crucial when the dataset includes post-surgery images with significant facial variations. 

3. Dataset with Post-Surgery Temporal Variations: A novel aspect of our dataset is its inclusion of images from 

multiple time points post-surgery (e.g., immediately after surgery, 6 months later, and 1 year later). This allows our 

system to be more adaptable to the temporal evolution of facial features, which is a limitation in many earlier 

studies that only used pre-surgery and post-surgery images at a single time point. 

4. Higher Accuracy in Real-World Scenarios: The results of our model demonstrate a significant increase in 

accuracy when compared to traditional methods, especially in real-world scenarios where lighting conditions, facial 

expressions, and facial coverings can alter the appearance of an individual. 

In summary, this research offers a more comprehensive approach to facial recognition post-surgery by combining the 

strengths of deep learning, temporal image analysis, and advanced classification techniques like ELM. The innovations 

presented in this work provide a more accurate and reliable solution for identity verification, even when individuals 

undergo substantial changes to their facial features due to cosmetic surgery [51] 

5. Conclusion 
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This research presents a novel approach to identity recognition in facial images post-cosmetic surgery by combining 

Convolutional Neural Networks (CNN) for feature extraction with Extreme Learning Machine (ELM) for classification. 

The proposed method addresses the critical challenge of recognizing individuals after undergoing significant facial 

alterations due to cosmetic procedures. By leveraging ELM’s efficiency in training and CNN’s ability to extract 

discriminative features from images, the proposed system demonstrates significant improvements in terms of accuracy, 

recall, precision, and F-measure when compared to traditional fully connected networks and other CNN-based systems.  

The results obtained from the IIITD Plastic Surgery Face Database, which contains images of patients who underwent 

local and global cosmetic surgeries, validate the effectiveness of the proposed method. For instance, ear surgery 

(otoplasty) achieved a recognition rate of 98.84%, and eyelid surgery (blepharoplasty) achieved 98.20%, both 

surpassing the 96% recognition rates of traditional CNN methods. The proposed method consistently outperformed 

CNN-based systems across several identity recognition metrics: Recall (94.4% vs. 82.1%), Precision (94.5% vs. 81.8%), 

Accuracy (94.7% vs. 83.6%), Specificity (94.7% vs. 82.2%), and F-measure (94.0% vs. 82.8%). 

The key advantages of the proposed method lie in its speed and generalization capabilities. The ELM network, with its 

fixed and random initialization of hidden layer weights, allows for faster training times compared to traditional deep 

networks that require iterative weight optimization. Additionally, ELM minimizes the risk of overfitting, a critical factor 

when dealing with post-surgery facial data, which can be prone to significant inter-class variations.  Moreover, the 

preprocessing techniques—such as histogram equalization and noise reduction—played a crucial role in improving the 

quality of input images, thus enhancing the system's robustness to real-world challenges like low-light conditions and 

image distortions, which are common in clinical environments. 

In terms of practical applications, the proposed system offers a reliable and scalable solution for identity verification 

after cosmetic surgeries. Its high performance, particularly in challenging cases like otoplasty and blepharoplasty, 

indicates that the system can be effectively implemented in clinical settings, forensic analysis, and security applications 

where accurate identity verification is essential. The method’s potential can be further realized by integrating it into 

high-volume environments, such as airports or border control, where facial recognition is increasingly relied upon for 

quick and accurate identification.  In conclusion, the ELM-based approach in this study represents a significant 

advancement in post-surgery identity recognition. With the ability to consistently achieve over 95% recognition rates 

across a variety of cosmetic surgeries, the proposed method stands as a promising solution for real-world identity 

verification challenges. Future work could explore further optimizations, including multi-modal recognition systems 

that incorporate other biometric features, or the adaptation of this model to more diverse and larger datasets for further 

validation. 
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