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Abstract 

Credit assessment is a key problem in the field of finance, which can predict whether a user has the risk of 

delinquency, thereby reducing the loss of bad debts. BP neural network has been widely used in credit 

evaluation because of its excellent ability of data learning and induction. However, it also has disadvantages, 

such as slow convergence and being susceptible to local outliers. Swarm-based intelligence algorithms offer 

advantages such as simplicity of use, rapid convergence, and powerful global optimization capabilities, making 

them effective optimization algorithms. In order to improve the convergence speed and prediction accuracy of 

BP neural network in credit evaluation, this paper constructs EWOA-BP model based on improved whale 

algorithm. Firstly, we propose a multi-strategy Enhanced Whale Algorithm (EWOA) by introducing a new 

non-linear decrease approach based on cosine function, a unique exploration technique that employs leader-

based adaptive tangent travel, and a novel exploitation strategy, which can effectively balance the exploration 

and exploitation, reduce the risk of local optima trapping, and accelerate the convergence speed while ensuring 

the accuracy. Secondly, the Enhanced whale algorithm is used to optimize the neural network and construct 

the EWOA-BP model. Finally, the Enhanced Whale Algorithm (EWOA) is verified and analyzed by using 23 

classical benchmark functions, and the performance is excellent. The EWOA-BP model is validated on three 

credit assessment datasets, and by comparing it with 10 contemporary algorithms, the results show that the 

EWOA-BP model obtains better performance in personal credit assessment, and comprehensively concludes 

that EWOA-BP algorithm is effective and more competitive. 

Keywords: whale optimization algorithm; BP Neural Network; Credit Scoring; EWOA-BP; Metaheuristics; 

Model evaluation. 

INTRODUCTION 

With the increasing scale of credit in China, various bank merchant credit problems have arisen. Therefore, it is 

crucial to construct an efficient and stable bank merchant credit assessment model. The personal credit assessment 

problem under study is essentially a binary classification problem based on unbalanced loan data. Personal credit 

assessment is essentially to construct a credit assessment model using the borrower's loan application information 

and the default situation after the loan, and then use the credit assessment model to review the loan qualification 

of the later applicants and issue loans to customers who meet the requirements. In practice, in order for borrowers 

and lenders to understand the loan rules, it is necessary for the credit assessment model to combine strong 

interpretability and high classification accuracy. 

Foreign research on credit assessment started earlier, and the initial credit assessment model is that banks and 

other financial institutions first analyze the borrower's provision of various types of loan information, and then 

use the experience of experts to assess the customer's default risk. 1941 Durand [1] first relied on the borrower's 

consumer credit behavioral characteristics to establish a mathematical model of personal consumer credit, and 

from then on opened up the quantitative analysis of personal credit risk control; 1956 Bill Fair and Earl Isaac 

worked together to develop the personal credit scoring system FICO [2], and from then on opened up the field of 

personal credit scoring research, and was widely used In 1980, Wiginton [3] established personal credit scoring 

model through logistic regression for the first time, and concluded that the logistic regression model has a better 

fitting effect for the assessment of personal risk. Makowski (1985) was among the pioneers in using machine 

learning techniques to evaluate personal credit risk in the field, and he constructed a decision tree assessment 

model based on user credit data to classify customers with good results [4].Cover and Hart (1986) proposed the 
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K-nearest neighbor method, which has been widely used in binary classification and credit assessment problems 

[5]. 

Machine learning techniques have become extensively employed in credit assessment in recent times, including 

decision trees[6-9], random forest algorithms[10-12], logistic regression[13-15], support vector machines[16-17], 

K-nearest neighbor algorithms[18-19], K-mean algorithms[20-21], AdaBoost algorithms[22-23], neural 

networks[24-26], Bayesian networks[27-28], and various integrated algorithms. In particular, BP neural networks 

have been widely used in credit assessment, and various researchers have improved their algorithms based on BP 

neural networks [29-32], among which Zhengwei Ma et al. [29] trained BP neural networks by adopting the LM 

algorithm, scaled conjugate gradient and Bayesian regularization , and applied them to credit risk assessment. 

As artificial intelligence continues to advance, swarm intelligence optimization algorithms are also widely used 

in personal credit assessment. The multitude intelligence optimized method is a widely used technique in artificial 

intelligence. Its main concept is to simulate the optimized processes of different animals or groups of entities in 

order to identify the best solution to an optimization issue. This type of algorithm transforms the engineering 

optimization problem into a functional optimization problem, establishes the objective function, and seeks the 

optimal solution of the objective function. In the iterative process, the swarm intelligence optimization algorithm 

will constantly use the individual optimal value and the group optimal value to search for the optimal search, and 

complete the interaction between the individual information and the group information. The swarm-based 

intellect-optimizing algorithm is a prevalent method in intelligent computation. Its fundamental concept involves 

replicating an optimized process by different animals or groups of entities to determine the ideal answer to an 

optimization issue.  

Swarm intelligent optimization algorithm has the following characteristics: progressive search for the optimal, 

through repeated iterations to gradually get the optimal results; reflect the "survival of the fittest, the poorer die 

out" law of natural selection, with the ability to dynamically adapt to the environment. When using guided 

stochastic search, the fitness coefficient guides the search path. Additionally, using parallel search lessens the risk 

of becoming stuck in a local optimum solution. It can achieve more benefits at a lower cost. Several domains 

extensively use swarm intelligent optimization techniques, such as power system, transportation field, data 

transmission, regional coordination optimization, machine vision, e-commerce, finance and so on. For example, 

in the field of finance, they can also be used for data analysis and investment decisions. Particle Swarm 

Optimization (PSO) [33–34], Ant Colony Optimization (ACO) [35–36], Genetic Algorithm (GA) [37–38], 

Artificial Bee Colony Optimization Algorithm (ABC) [39], Differential Evolutionary Algorithm (DE) [40–41], 

Gravitational Search Algorithm (GSA) [42–43], Firefly Algorithm (FA)[44], Cuckoo Optimization Algorithm 

(COA) [45], Grey Wolf Optimization Algorithm (GWO) [46], etc. In 2016, Mirjalili [47], an Australian scholar, 

proposed the Whale Optimization Algorithm (WOA) which is a simulation algorithm based on the feeding 

behavior of whales, and has the advantages of simple operation, stronger ability to jump out of the local optimum, 

and fewer tuning parameters, etc. However, there are some disadvantages of the algorithm, for example, it may 

be trapped in the local optimal solution, which leads to unsatisfactory search results. In order to overcome these 

drawbacks, researchers have improved the algorithm, such as combining adaptive weights and simulated 

annealing to improve the search performance and convergence speed of the algorithm. The algorithm is often 

combined with other algorithms to solve optimization problems in computational problems. Yutong Zhang et al. 

[48] introduced a method known as the multifaceted learning whale optimization approach (MLWOA). The 

MLWOA employs exploratory processes and a learning approach to global whale population exploration. Ziying 

Liang et al. [49] introduced a more advanced version of the whale optimization algorithm called the Dynamic 

Gain-Sharing Whale Optimization Algorithm (DGSWOA). According to the experimental findings, this approach 

is generally comparable when it comes to both the quality of the solution and the speed of convergence. While the 

whale optimization method finds extensive applications in artificial intelligence, healthcare, economic 

administration, and transportation, its use in credit evaluation is rather limited. 

In order to avoid the early maturity phenomenon of WOA, we propose a new optimizer called EWOA based on 

WOA. And then, we construct a credit assessment classification model based on EWOA combined with the BP 

neural network algorithm (EWOA-BP) by analyzing the credit assessment indexes. The primary contributions of 

this work may be succinctly described as listed below: 
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(1) Introducing a novel convergence approach that uses a cosine function to balance both discovery and extraction. 

(2) Introducing a leader-based adaptive tangent flight strategy to enhance the search efficiency and solution quality.  

(3) A dimensional centroid-based random opposition learning strategy, is introduced to improve the algorithm's 

global search capabilities and population diversity , to prevent local optima and premature convergence. 

(4) To assess the effectiveness of EWOA, we conduct a comparative analysis of various widely recognized 

algorithms using a set of 23 test procedures that vary in complexity.  

(5) The aim is to develop a credit assessment classification model using the EWOA-BP algorithm, which combines 

the EWOA method with the BP neural network. We confirm the effectiveness of the EWOA-BP algorithm by 

testing it on three distinct credit score datasets. 

We organize the paper as follows: The second part provides a concise description of both the WOA and BP 

algorithms. Section 3 provides a comprehensive explanation of the proposed EWOA-BP algorithm. In Section 4, 

we conduct experiments using the EWOA algorithm and thoroughly examine its performance. We next utilize the 

credit assessment dataset to validate the EWOA-BP model. Section 5 ultimately closes and provides a preview of 

the complete work. 

IMPROVED WHALE OPTIMIZATION ALGORITHM(EWOA) 

This part provides a concise overview of the mathematical framework used in the Whale Optimization Algorithm 

(WOA) and the Extended Whale Optimization Method (EWOA). 

Whale optimization algorithm (WOA) [47] 

The Whale Optimization Method is a meta-heuristic intelligent swarm optimization method that has the 

advantages of fewer adjustable variables, straightforward operation, and simple comprehensibility. The method is 

based on the humpback whale's "spiral bubble net" approach. The algorithm draws inspiration from the whales' 

"spiral bubble net" technique. It has three primary phases: surrounding the target, assaulting the inflated net, and 

looking to find the prey. Humpback whales demonstrate their bubble net feeding habit in Figure 1. 

 

Figure 1 Identifying and attacking prey 

Encircling prey 

When whales hunt, it is critical to first identify the target's position before surrounding it. Therefore, the whale 

algorithm functions under the assumption that the optimal target within the current population is the desired prey, 

and it adjusts the positions of the remaining individual whales in the population according to the position of this 

target prey. The mathematical model is defined in the following manner: 

       ( )=  −D C X t X                                           (1) 

( ) ( )1 + = − X t X t A D                                        (2) 

Where t is the current number of iterations, 
X denotes the position of the optimal whale in the current whale 

group, X denotes the position of the current whale,  is the absolute value. The following algebraic models 

describe the coefficient vectors A and C: 

 2=  −A a r a                                              (3) 
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2= C r                                                  (4) 

max

2 1
 

= − 
 

t
a

T
                                           (5) 

Where a is linearly reduced in the interval (0, 2) in the iterative process, and r is a random number between [0,1], 

and maxT is the maximum number of iterations. 

Bubble-net attacking method (local search) 

The whale algorithm employs two ways to accurately model the properties of huge whale bubble-net predation: 

1) Shrinkage encirclement mechanism 

The method involves reducing the value of parameter "a" in equation (5). This linear drop of a from 2 to 0 

subsequently lowers the fluctuation range of variable A. Specifically, the range of A becomes [-a, a]. When the 

value of A fluctuates between -1 and 1, it necessitates the presence of whales that have updated their locations, 

now situated between their initial position and the prey. In other words, all the whales in the population migrate 

closer to their prey in order to create a barrier. 

2) Spiral position updating 

The procedure initially computes the distance that exists between the whale and its prey. Next, to mimic the 

humpback whale's spiral movement, we establish an inverse spiral equation between the two entities. The equation 

is mathematically illustrated as follows: 

    ( ) ( ) ( )1 ' cos 2 + =   +blX t D e l X t                                  (6) 

Where ( ) ( )' = −D X t X t  denotes the distance between the optimal whale individual and the current whale 

individual in the t th iteration, b is used to define the constant to limit the logarithmic spiral and l is a random 

number between [−1,1].  

Since the whale in the predation process, the above two methods at the same time, that is, shrinking the envelope, 

at the same time to follow the spiral path to approach the prey, in order to simulate this process, the whale 

optimization algorithm assumes that the probability of the above two methods being selected in the predation 

process are 0.5, and its mathematical model is: 

( )
( )

( ) ( )

0.5
1

' cos 2 0.5





 −  
+ = 

  + 
bl

X t A D p
X t

D e l X t p
                                 (7) 

 

Let p be a randomly generated integer within the range of 0 to 1. Following the inflated netting assault, humpback 

whales commence a haphazard quest for prey. 

Search for prey (global search) 

During the iterative phase, we can harness the search for prey to modify vector A. Humpback whales effectively 

navigate the solution space by exploring it randomly, taking into account other whales' locations. Therefore, the 

global exploration phase employs A to adjust the whale's position, ensuring it moves away from the present person 

if the random value exceeds or falls below one. Unlike the localized exploitation phase, the global exploration 

phase involves upgrading the locations of individual whales using randomly picked whale individuals rather than 

the best whale individuals discovered thus far. The primary objective of this mechanism is to facilitate exploration. 

Therefore, the WOA algorithm executes a global exploration operation when 1A . In the prey acquisition stage, 

whales obtain information about prey locations through collective collaboration, as the whereabouts of the prey 

remain unknown to the whole whale community. The whales use stochastic individual locations across the 

population as navigational targets to find food, and the mathematical model outlines this process as follows: 
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=  −randD C X X
                                 (8) 

( )1+ = − randX t X A D
                                 (9) 

Where , randX  represents the spatial coordinates of randomly picked single whales within the whale group. 

The proposed EWOA 

To address the limitations of WOA, such as its poor accuracy and susceptibility to local optima, we suggest four 

techniques to improve the efficiency of the initial algorithm. 

New adaptive nonlinear convergence strategy based on cosine function 

Swarm intelligence systems need to achieve a harmonious equilibrium between conducting a comprehensive 

search throughout the whole problem space and focusing on exploring smaller, localized areas. The original WOA 

algorithm suffers from the linearity of the parameters 𝑎 in the reduced algorithm, which hinders its ability to 

effectively handle complex nonlinear search issues throughout the optimization process. Consequently, achieving 

a satisfactory trade-off between searching and exploiting becomes challenging. In order to address this constraint, 

we suggest an adaptable nonlinear convergence approach that relies on the cosine function. This method takes 

advantage of the periodic and fluctuating properties of the cosine function to dynamically modify the search range 

and parameters. As a result, it achieves a harmonious balance between exploration and exploitation. This method 

enhances its search capability by avoiding premature convergence to local optima. Additionally, it speeds up the 

convergence procedure and reduces the number of incorrect searches, hence increasing the system's resilience to 

complicated nonlinear situations. The following formula illustrates the mathematics:  

3

0.052 cos
2

−
  

=     
   

tt
a e

T


                                 (10) 

2=  −A a r a                                               (11) 

where, t denotes the present count of iterations, whereas T indicates the highest count of iterations. r represents a 

random number that falls within the range of 0 to 1, and A refers to the vector of coefficients. 

New leader-based adaptive tangent flight strategy 

During the development phase, considering the fact that the WOA algorithm is susceptible to becoming stuck at 

the local optimal point, we propose a leader-based adaptive tangent flight strategy that enhances the search 

efficiency and solution quality by mimicking the flight patterns of birds in nature. This strategy enables individuals 

within the algorithm to flexibly adjust their positions based on the leader's position, thereby swiftly approaching 

the optimal solution. Moreover, its adaptive nature permits the algorithm to dynamically adjust the search strategy 

in response to the search progress, thereby avoiding local optima. Furthermore, this technique bolsters 

communication within the algorithm's individuals, facilitating faster convergence and superior solutions when 

addressing complex optimization problems. The theoretical framework is outlined below. 

( ) ( ) ( )1 ' cos 2 tan
2

 
+ =   +    

 

blX t D e l St rand X t


                          (12) 

       0.525 0.5
 

= −  
 

t
St

T
                                     (13) 

Where, ( ) ( )' = −D X t X t  represents the distance between the humpback whale and the prey, The value of b 

determines the shape of the exponential spiral, 𝑙 can be any number within the range of -1 to 1, ( )X t presents 

the best position obtained so far, and rand denotes a random number between [0,1]. St represents the adaptive 

tangent flight step size. 
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New dimension-by-dimension centroid-based random inverse learning strategy 

To address the lack of population diversity in the algorithm's later iterations, We introduce a unique learning 

strategy known as the dimensional centroid-based random opposition method. This strategy greatly improves the 

algorithm's ability to explore the entire search space and maintain a diverse population by independently updating 

each individual through random learning. This strategy effectively prevents the algorithm from becoming stuck 

in local optima and converging prematurely. This strategy employs centroid calculations to guide the search 

direction, thereby accelerating the algorithm's convergence process, enabling more effective exploration of 

complex search spaces for superior solutions. The mathematical model is provided below. 

   ( ) ( ) ( )( ) ( )( )1 2+ = +   −X t X t rand mean X t X t                     (14) 

Where, ( )( ) ( )
1

1 N

ii
mean X t X t

N =
=  , ( )iX t  indicates the position of the ith individual after the tth iteration. 

The smoothing technology 

The primary function of smoothing techniques in algorithms is to refine search behaviors and enhance solution 

quality, particularly when addressing optimization problems characterized by discontinuous or complex objective 

functions. This strategy enhances the algorithm's ability to navigate the solution space and prevents it from 

becoming stuck in a suboptimal solution. As a result, it enhances the algorithm's ability to search globally and 

speeds up convergence. It improves its ability to handle optimization challenges, allowing it to find better solutions. 

Here is the mathematical framework. 

( ) ( ) ( )( )1 11 0.5 − ++ =  +j jX t X t X t                             (15) 

where ( )1−jX t represents the ( )1−
th

j column of the individual, and ( )1+jX t  indicates the ( )1+
th

j column. 

OPTIMIZATION OF BP NEURAL NETWORK PREDICTION MODEL BASED ON EWOA(EWOA-BP) 

BP Neural Network 

The BP neural network is a type of multi-layer neural network with a feed-forward function that is characterised 

by the forward propagation of signals and the backward propagation of errors. The BP neural network consists of 

two primary stages. The initial stage involves the forward transmission of the message, where the data originates 

from the input layer, moves through the hidden layer, and ultimately reaches the resultant layer. The second stage 

is the reverse transmission of the error, where the results layer's result is compared with the expected result. The 

error then propagates from the output layer to the hidden layer and finally to the input layer. We adjust the weights 

and bias of the concealed layer to the result layer, and then we adjust the bias and weights of the input layer to the 

hidden layer. The BP neural network possesses the capacity for autonomous learning, translation of nonlinear 

functions, and high resilience. Figure 2 illustrates the configuration of a three-layer backpropagation neural 

network. 

 

Figure 2 Single hidden layer BP neural network topology 
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The process of supervised BP neural network algorithm is as below: 

1) Begin by initializing the network. Each link weight is assigned an arbitrary number between (-1, 1). Set the 

error function as e. The computational accuracy value is  , and the maximum learning times are M. 

2) In an arbitrary manner, select the kth input sample and the associated anticipated result report phrase. 

3) Compute the input and output values for each neuron in the hidden layer. 

4) Compute the partial derivative of the error function, denoted as ( )o k , relative to each neuron in the output 

layer. This calculation should be based on the intended and actual outputs of the neural network. 

5) Utilize the activation value ( )o k of every neuron in the output layer and the output value of each neuron in the 

hidden layer to adjust the link weights ( )how k accordingly. 

6) Fix the relationship between the weights via ( )h k of every neuron within the hidden layer and the input signal 

of each neuron in the input layer. 

7) Determine the total error. 

8) Determine if the network's error falls within the range that is appropriate. Terminate the procedure when the 

mistake attains the predetermined accuracy or when the total number of training iterations exceeds the permitted 

amount. Alternatively, choose the following set of learning samples and the associated desired outputs, and go 

back to step 3 to begin the following phase of learning. 

Improved EWOA optimization BP neural network (EWOA-BP) 

The EWOA-BP model uses the enhanced EWOA algorithm to improve the BP neural network's initial weights 

and thresholds. It selects the ideal starting weights and thresholds by using the training error of the BP neural 

network as the individual fitness value. The precise procedure is as depicted in Figure 3. 

 

Input data

Splitting the dataset and Data 

preprocessing

EWOA and BP neural network 

parameters initialization

The accuracy of BP neural 

network is objective function

Whale position update

Smoothing technique

Dimensional centroid random 

reverse learning

t<T

Calculate the fitness value

Obtain the optimal 

weights and biases

Calculate the final 

accuracy and error

Simulation prediction 

and output results

End

YES

NO

 

Figure 3 The flow chart of EWOA-BP algorithm 
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EXPERIMENTAL RESULTS AND ANALYSIS 

In this section, we initially performed a test to evaluate the efficiency of the EWOA algorithm; secondly, the 

constructed EWOA-BP prediction model was compared and validated with other machine learning models and 

swarm intelligence optimization algorithms on three different credit assessment datasets; and lastly, the model 

assessment metrics, such as the prediction accuracy rate, ROC curves and AUC values, and confusion matrices 

were used to analyze and summarize the performance of EWOA-BP in credit assessment. We performed the 

studies using a notebook computer with a 2.10 GHz CPU and 16 GB of RAM, using the MATLAB 2019b platform. 

Improved Whale Algorithm( EWOA ) Effectiveness Test 

Benchmark test functions 

The benchmarking function is critical for algorithm development because it enables the assessment and 

comparison of different optimization strategies. In order to verify the performance of the improved whale 

algorithm (EWOA), in this study, we selected 23 international standard test functions for multidimensional testing 

and set the dimensionality to 30, 50, and 100, respectively. The 23 international standard test functions [50], which 

contain 7 single-peak functions (F1-F7), 6 multiple-peak functions (F8-F13), and 10 fixed-dimension functions 

(F14-F23). Among them, the single-peak function can examine the convergence accuracy and effectiveness of the 

algorithm; while the multi-peak function can effectively test the global search ability of the algorithm. It is worth 

mentioning that the function F5 is a typical non-convex function, which is also known as valley function or banana 

function due to the very flat bottom of the function, and it is an important tool to measure the merits of an algorithm. 

The mathematical expressions for these functions can be found in Table 1. 

Table 1 Testing functions 

Functio

n 
Functional expression                

Dimensio

ns 
Range    𝑭min  

F1 𝑓1(𝑥) = ∑ 𝑥𝑖
2𝑑

𝑖=1                     
30/50/100 [-

100,100] 
0 

F2 𝑓2(𝑥) = ∑ |𝑥𝑖|𝑑
𝑖=1 + ∏ |𝑥𝑖|𝑛

𝑖=1   30/50/100 [-10,10] 0 

F3 𝑓3(𝑥) = ∑ (∑ 𝑥𝑗
𝑖
𝑗−1 )

2𝑑
𝑖=1   

30/50/100 [-

100,100] 
0 

F4 𝑓4(𝑥) = max𝑖{|𝑥𝑖|, 1 ≤ 𝑖 ≤ 𝑛}  
30/50/100 [-

100,100] 
0 

F5 𝑓5(𝑥) = ∑ (100(𝑥𝑖+1 − 𝑥𝑖
2) + (𝑥𝑖 − 1)2)𝑑−1

𝑖=1   30/50/100 [-30,30] 0 

F6 𝑓6(𝑥) = ∑ ([𝑥𝑖 + 0.5])2𝑑
𝑖=1   

30/50/100 [-

100,100] 
0 

F7 𝑓7(𝑥) = ∑ 𝑖𝑑
𝑖=1 𝑥𝑖

4 + random [0,1) 

30/50/100 [-

1.28,1.2

8] 

0 

F8 𝑓8(𝑥) = ∑ −𝑛
𝑖=1 𝑥𝑖sin(√𝑥𝑖)  

30/50/100 [-

500,500] 
418.9 Dim−   

F9 𝑓9(𝑥) = ∑ (𝑥𝑖
2 − 10cos(2𝜋𝑥𝑖) + 10)𝑑

𝑖=1   

30/50/100 [-

5.12,5.1

2] 

0 

F10 
( ) ( )2

10 1 1

1 1
20exp 0.2 exp cos 2

20

= =

   
= − − −       

+ +

 
n n

i ii i
f x x x

n n

e


 

30/50/100 

[-32,32] 0 

F11 𝑓11(𝑥) =
1

4000
(∑ (𝑥2𝑖)𝑛

𝑖=1 ) − (∏ cos𝑛
𝑖=1 (

𝑥𝑖

√𝑖
)) + 1  

30/50/100 
[- 0 
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600,600] 

F12 

𝑓12(𝑥) =
𝜋

𝑛
{10sin(𝜋𝑦1) + ∑ (𝑦𝑖 − 1)2𝑛−1

𝑖=1 [1 + 10sin
2(𝜋𝑦𝑖+1] +

(𝑦𝑛 + 1)2} + ∑ 𝑢𝑛
𝑖=1 (𝑥𝑖 , 10,100,4) 

 𝑦𝑖 = 1 +
𝑥𝑖 + 1

4
; 𝑢(𝑥𝑖, 𝑎, 𝑘, 𝑚)

= {

𝑘(𝑥𝑖 − 𝑎)𝑚 𝑥𝑖 > 𝑎
0 −𝑎 < 𝑥𝑖 < 𝑎

𝑘(−𝑥𝑖 − 𝑎)𝑚 𝑥𝑖 < −𝑎
 

30/50/100 

[-50,50] 0 

F13 

𝑓13(𝑥) = 0.1{sin
2(3𝜋𝑥1) + ∑ (𝑥𝑖 − 1)2𝑛

𝑖=1 [1 +

sin
2(3𝜋𝑥𝑖+1)]+(𝑥𝑛 − 1)2[1 + sin

2(3𝜋𝑥𝑖+1)]} +

∑ 𝑢𝑛
𝑖=1 (𝑥𝑖, 5,100,4)  

30/50/100 

[-50,50] 0 

F14 𝑓14 = (
1

500
+ ∑

1

𝑗+∑ (𝑥𝑖−𝑎𝑖𝑗)
62

𝑖=1

25
𝑗=1 )

−1

  
2 

[-65,65] 1 

F15 𝑓15 = ∑ [𝑎𝑖 −
𝑥1(𝑏𝑖

2+𝑏1𝑥2)

𝑏𝑖
2+𝑏1𝑏3+𝑏4

]
2

11
𝑖=1   

4 
[−5,5] 0.0003 

F16 𝑓16 = 4𝑥1
2 − 2.1𝑥1

4 +
1

3
𝑥1

6 + 𝑥1𝑥2 − 4𝑥2
2 + 4𝑥2

4  2 [−5,5] −1.0316 

F17 𝑓17 = (𝑥2 −
5.1

4𝜋2
𝑥1

2 +
5

𝜋
𝑥1 − 6)

2
+ 10 (1 −

1

8𝜋
) cos𝑥1 + 10  

2 [−5,5] 0.398 

F18 

𝑓18 = [1 + (𝑥1 + 𝑥2 + 1)2(19 − 14𝑥1 + 3𝑥1
2 + 6𝑥1𝑥2 + 3𝑥2

2)]×

[30 + (2𝑥1 − 3𝑥2)2] × (18 − 32𝑥1 + 12𝑥1
2 + 48𝑥2 − 36𝑥1𝑥2 +

27𝑥2
2))  

2 

[−2,2] 3 

F19 𝑓19 = − ∑ 𝑐𝑖
4
𝑖=1 exp (− ∑ 𝑎𝑖𝑗

3
𝑗=1 (𝑥𝑖𝑗 − 𝑝𝑖𝑗)

2
)  3 [1,3] −3.80 

F20 𝑓20 = − ∑ 𝑐𝑖
4
𝑖=1 exp (− ∑ 𝑎𝑖𝑗

6
𝑗=1 (𝑥𝑖𝑗 − 𝑝𝑖𝑗)

2
)  6 [0,1] −3.32 

F21 𝑓21 = − ∑ [(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)𝑇 + 𝑐𝑖]−15
𝑖=1   4 [0,10] −10.1513 

F22 𝑓22 = − ∑ [(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)𝑇 + 𝑐𝑖]−17
𝑖=1   4 [0,10] −10.4028 

F23 𝑓23 = − ∑ [(𝑋 − 𝑎𝑖)(𝑋 − 𝑎𝑖)𝑇 + 𝑐𝑖]−110
𝑖=1   4 [0,10] −10.5363 

Simulation Results and Analysis 

To demonstrate the competitiveness of EWOA, we investigate and compare it with six traditional optimization 

algorithms (PSO, GA, DE, GWO, WOA and EWOA) using standard benchmark functions. The sizes were set to 

30,50 and 100 respectively. We set the algorithm parameters uniformly with a maximum number of iterations of 

500 and a population size of 50. We executed each method 30 times separately to measure the mean deviation 

(Std) and average (Ave) and highlight the best results in bold. The experimental results are shown in Tables 2 and 

3, where the mean and average deviation of the six optimization algorithms for the test function in 30 and 100 

dimensions are given. 

From the experimental data in Table 2, it can be seen that the EWOA algorithm is the optimal among the 6 

algorithms. Compared with the other 5 types of algorithms, among the 23 functions tested, the EWOA algorithm 

is the closest to the theoretical optimum in 20 test functions, has the smallest standard deviation and the highest 

stability in 18 test functions, and performs the best in both the optimum and stability in 17 test functions. 

Specifically, among the first 13 multidimensional functions, the EWOA algorithm directly converges to the 

theoretical minimal value of 0 in 4 functions, including F1, F3, F9, and F11. Compared with the other five 

algorithms, the EWOA algorithm performs the best in terms of optimal search ability and stability for the 12 

multidimensional functions. For function F2, although the WOA algorithm slightly outperforms the EWOA 

algorithm in finding the theoretical optimum, the EWOA algorithm is also closer to the theoretical optimum and 

outperforms the WOA algorithm in stability and ability to jump out of the minima. In the last 10 function tests 
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with fixed dimensions, the EWOA algorithm is closest to the theoretical minima on 8 functions, including F15, 

F16, F17, F18, F19, F21, F22, and F23. Compared to the other five algorithms, the EWOA algorithm has the best 

optimization ability and stability in the five fixed-dimensional test functions. For the F16 function, the five 

algorithms PSO, DE, GWO, WOA, and EWOA have the same optimal value, which is very close to the theoretical 

optimal value of -1.0316, but GWO and WOA perform poorly in terms of stability, and EWOA has the smallest 

average deviation and the best stability. 

From the experimental data in Table 3, it can be seen that the EWOA algorithm is still the best performer among 

the six algorithms, and compared with the other five algorithms, the EWOA algorithm performs the best in terms 

of optimal value and stability for the 13 tested functions. Specifically, the EWOA algorithm converges directly to 

the theoretical minima 0 in four functions F1, F3, F9 and F11. 

Meanwhile, the test function F5 serves as an important tool to measure the merits of the algorithm, and it is easy 

to see that the EWOA algorithm obtains the best mean and standard deviation in both dimensions. The analysis of 

Tables 2 and 3 shows that with the increase of dimensions, the EWOA algorithm is the best performer among the 

six algorithms in terms of the optimization seeking ability and stability of the benchmark test function, which 

reflects the superiority and stability of the EWOA algorithm. 

Figure 4 illustrates the convergent curves of various competitive techniques for every dimension. The results of 

our study suggest that as the number of dimensions rises, the level of difficulty in optimisation also increases. 

Additionally, other competitive methods tend to become stuck at the optimal location. Nevertheless, the average 

convergence curve of EWOA has a consistent downward trajectory, indicating a higher probability of attaining 

ideal values. Overall, the EWOA algorithm exhibits exceptional resilience, precision, and rapid convergence, 

positioning it as the most formidable algorithm in terms of competition. See Figure 4 for details. 

In summary, the EWOA algorithm is the most competitive algorithm with better robustness, accuracy and 

convergence speed. 
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Figure 4 Comparative analysis of the convergence curves of six algorithms on benchmark 

Table 2 Comparative analysis of results on classical benchmark functions (Dim = 30) 

ID  PSO GA DE GWO WOA EWOA 

F1 
Ave 2.3540E+00 2.1774E+04 5.2203E-04 2.7356E-27 2.0500E-73 0.0000E+00 

Std 8.9850E-01 7.3095E+03 1.5782E-04 6.2642E-27 8.8704E-73 0.0000E+00 

F2 
Ave 4.8050E+00 5.7267E+01 2.2446E-03 1.2568E-16 3.9681E-51 3.5017E-27 

Std 1.2727E+00 8.0554E+00 4.3058E-04 1.0774E-16 1.4042E-50 0.0000E+00 

F3 
Ave 1.9343E+02 5.3472E+04 3.2401E+04 7.7569E-06 4.3199E+04 0.0000E+00 

Std 6.8938E+01 1.8011E+04 5.3745E+03 1.1275E-05 1.3161E+04 0.0000E+00 

F4 
Ave 2.0019E+00 7.2886E+01 1.2733E+01 7.9918E-07 5.6736E+01 7.5532E-21 

Std 2.7450E-01 9.0300E+00 1.1769E+00 9.4913E-07 2.7962E+01 0.0000E+00 

F5 
Ave 1.0331E+03 2.3314E+07 1.7903E+02 2.6894E+01 2.8105E+01 1.4713E-03 

Std 5.1639E+02 2.0536E+07 4.7066E+01 6.7624E-01 4.6197E-01 3.6270E-03 

F6 
Ave 2.6628E+00 2.1265E+04 4.5606E-04 8.2745E-01 5.2610E-01 4.8340E-08 

Std 1.1885E+00 8.4451E+03 1.7984E-04 2.9728E-01 3.2508E-01 2.6467E-07 

F7 
Ave 1.6107E+01 1.2942E+01 5.5343E-02 1.8440E-03 2.8354E-03 9.8199E-05 

Std 1.4951E+01 7.7157E+00 1.4357E-02 8.2557E-04 2.4794E-03 8.0215E-05 

F8 
Ave -5.8357E+03 -2.1015E+03 -9.9643E+03 -6.0966E+03 -1.0603E+04 -1.2565E+04 

Std 1.5832E+03 4.5368E+02 6.0269E+02 7.3720E+02 1.7676E+03 1.4712E+01 

F9 
Ave 1.6696E+02 2.6831E+02 8.9184E+01 2.7989E+00 0.0000E+00 0.0000E+00 

Std 3.2922E+01 5.4592E+01 7.6590E+00 2.9866E+00 0.0000E+00 0.0000E+00 

F10 
Ave 2.5755E+00 1.9918E+01 5.7183E-03 1.0193E-13 3.6415E-15 4.4409E-16 

Std 4.2463E-01 3.6829E-01 1.4226E-03 1.8512E-14 2.3511E-15 0.0000E+00 

F11 
Ave 1.3933E-01 1.9331E+02 1.0930E-02 5.3743E-03 2.5290E-02 0.0000E+00 

Std 8.6736E-02 6.5660E+01 1.1322E-02 1.2782E-02 5.8241E-02 0.0000E+00 

F12 
Ave 6.5842E-02 1.9069E+07 6.0818E-05 5.0220E-02 2.9130E-02 3.1771E-08 

Std 8.8014E-02 1.4697E+07 4.4392E-05 3.0554E-02 1.8413E-02 1.6357E-07 

F13 
Ave 5.3638E-01 7.0116E+07 2.7496E-04 5.9829E-01 5.0846E-01 8.5305E-08 

Std 2.5691E-01 6.1373E+07 1.2543E-04 2.8494E-01 2.2577E-01 3.0532E-07 

F14 
Ave 2.3823E+00 1.1828E+00 9.9800E-01 4.4211E+00 2.5699E+00 1.3871E+00 

Std 1.7840E+00 4.9319E-01 0.0000E+00 4.4350E+00 2.9090E+00 2.1311E+00 

F15 
Ave 8.9204E-04 1.4667E-02 7.6302E-04 4.4018E-03 6.8511E-04 3.1466E-04 

Std 1.2835E-04 1.1322E-02 1.7060E-04 8.1189E-03 3.9964E-04 3.4458E-06 

F16 
Ave -1.0316E+00 -9.3575E-01 -1.0316E+00 -1.0316E+00 -1.0316E+00 -1.0316E+00 

Std 4.7908E-16 1.1351E-01 6.7752E-16 2.1017E-08 1.3991E-09 4.3441E-16 

F17 
Ave 3.9789E-01 6.7558E+01 3.9789E-01 3.9789E-01 3.9789E-01 3.9789E-01 

Std 0.0000E+00 5.6898E+00 0.0000E+00 5.3761E-06 1.2708E-05 4.9476E-15 
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F18 
Ave 3.0000E+00 1.1361E+01 3.0000E+00 3.0000E+00 3.0001E+00 3.0000E+00 

Std 5.4433E-15 1.2264E+01 1.3117E-15 2.9464E-05 3.5919E-04 3.3548E-15 

F19 
Ave -3.8628E+00 -3.4030E+00 -3.8628E+00 -3.8618E+00 -3.8586E+00 -3.8605E+00 

Std 1.6349E-14 3.0378E-01 2.7101E-15 2.0560E-03 3.8953E-03 2.3044E-03 

F20 
Ave -3.2784E+00 -1.5099E+00 -3.3191E+00 -3.2448E+00 -3.2238E+00 -3.0787E+00 

Std 5.8273E-02 4.7617E-01 1.1279E-02 7.1178E-02 9.8360E-02 1.3217E-02 

F21 
Ave -7.5531E+00 -7.9895E-01 -9.8463E+00 -8.9726E+00 -8.2732E+00 -1.0153E+01 

Std 3.1192E+00 4.1533E-01 8.6165E-01 2.1735E+00 2.4906E+00 9.0248E-09 

F22 
Ave -8.3791E+00 -1.0696E+00 -1.0187E+01 -1.0147E+01 -7.0393E+00 -1.0403E+01 

Std 3.2014E+00 6.4743E-01 1.1060E+00 1.3940E+00 3.0345E+00 2.4713E-06 

F23 
Ave -9.7656E+00 -1.2464E+00 -1.0531E+01 -1.0084E+01 -6.2452E+00 -1.0536E+01 

Std 2.3520E+00 4.8144E-01 2.2727E-02 1.7514E+00 3.0078E+00 1.2158E-06 

Table3 Comparative analysis of results on classical benchmark functions (Dim = 100) 

Credit scoring experimental analysis of BP neural network method based on EWOA  

Credit datasets 

To validate the proposed model, we utilize three widely used real-world credit datasets from the UCI machine 

learning library [51]. The Australian, Japanese, and German datasets are included. Table 3 provides detailed 

information about these datasets. The German dataset comprises an overall sample of 1000, with 700 classified 

as non-defaulting (an excellent sample) and 300 as defaulting (a poor sample). Each sample consists of 20 

characteristic feature parameters, without including labels for classes. These dimensions include seven numerical 

attributes and 13 category characteristics. The Australian database comprises a total of 690 samples, with 307 

labelled as non-defaulting (representing good samples) versus 383 classed as defaulting (representing bad 

samples). Each sample encompasses 14 attribute feature dimensions excluding class labels, comprising of 8 

numerical features and 6 categorical features. Similarly to the Australian dataset, the Japanese dataset also contains 

an equal number of samples; it also has 307 good samples and 383 bad samples. In each sample of this dataset 

there are15 attribute feature dimensions (excluding class labels ), including 6numerical features and 9 categorical 

features. See Table 4 for details. 

ID  PSO GA DE GWO WOA EWOA 

F1 
Ave 1.8753E+02 2.3276E+05 1.7950E+03 1.4534E-12 6.3817E-71 0.0000E+00 

Std 2.3570E+01 2.6509E+04 2.7185E+02 7.9596E-13 2.7005E-70 0.0000E+00 

F2 
Ave 2.2311E+02 2.6480E+02 2.8921E+01 4.6201E-08 9.3174E-50 1.6254E-25 

Std 5.5596E+01 2.7873E+01 3.0962E+00 1.6652E-08 4.0562E-49 0.0000E+00 

F3 
Ave 2.0172E+04 6.7224E+05 4.3273E+05 5.5597E+02 1.1065E+06 0.0000E+00 

Std 4.5038E+03 2.3453E+05 3.7152E+04 5.3249E+02 2.7451E+05 0.0000E+00 

F4 
Ave 1.2922E+01 9.4161E+01 8.8673E+01 7.2285E-01 7.5516E+01 3.4405E-13 

Std 1.5203E+00 2.5211E+00 2.5378E+00 6.7512E-01 2.7418E+01 1.8845E-13 

F5 
Ave 2.5827E+05 8.4934E+08 2.2539E+06 9.8027E+01 9.8226E+01 5.8052E-03 

Std 5.8964E+04 1.3986E+08 6.0653E+05 5.3483E-01 2.0632E-01 6.4125E-03 

F6 
Ave 1.9527E+02 2.2593E+05 1.7448E+03 1.0130E+01 3.9659E+00 1.0928E-05 

Std 3.1851E+01 1.9440E+04 2.6474E+02 1.0759E+00 1.3143E+00 1.7722E-05 

F7 
Ave 1.5137E+03 1.3506E+03 3.6131E+00 5.8173E-03 3.4682E-03 1.9228E-04 

Std 2.6145E+02 2.4600E+02 5.1625E-01 2.4808E-03 4.1338E-03 2.0340E-04 

F8 
Ave -1.9432E+04 -4.0630E+03 -1.6358E+04 -1.6902E+04 -3.6806E+04 -4.1849E+04 

Std 4.8825E+03 9.4166E+02 5.8403E+02 1.4079E+03 4.8867E+03 1.1910E+02 

F9 
Ave 1.2073E+03 1.5317E+03 8.0061E+02 9.4238E+00 2.2737E-14 0.0000E+00 

Std 1.1226E+02 5.6020E+01 2.5419E+01 7.3519E+00 6.9378E-14 0.0000E+00 

F10 
Ave 6.8083E+00 2.0795E+01 7.4341E+00 1.3683E-07 2.9310E-15 4.4409E-16 

Std 3.0787E-01 1.2157E-01 4.2447E-01 6.4909E-08 2.1173E-15 0.0000E+00 

F11 
Ave 1.0413E+00 2.0402E+03 1.6858E+01 3.9075E-03 0.0000E+00 0.0000E+00 

Std 2.0883E-02 1.9323E+02 2.3564E+00 9.1374E-03 0.0000E+00 0.0000E+00 

F12 
Ave 1.4080E+01 1.8329E+09 1.5480E+06 2.9468E-01 4.0051E-02 3.2983E-07 

Std 6.3356E+00 3.5744E+08 7.2910E+05 7.0323E-02 1.8701E-02 8.4035E-07 

F13 
Ave 3.7350E+02 3.6308E+09 5.2644E+06 6.7823E+00 2.8496E+00 1.6727E-05 

Std 3.9159E+02 6.2042E+08 2.0359E+06 4.1669E-01 1.0567E+00 4.7654E-05 
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Table 4 Description of the three 

Dataset Total 

samples 

Good 

samples 

Bad 

samples 

Numerical 

features 

Categorical 

features 

Total 

features 

German 1000 700 300 7 13 20 

Australian 690 307 383 8 6 14 

Japanese 690 307 383 6 9 15 

Data preprocessing and parameter setting  

First of all, check the number and proportion of missing values in each column of the data, and for numeric 

variables, delete those with more than 30% of missing values, and fill in the median for those with less than 30% 

of missing values. 

Secondly, the data type is checked and coded, and the category variables are coded as numerical values before 

modeling, and the label coding method is used in the paper, that is, each value of the category variable is assigned 

an integer, but no new columns are generated.  

Next, data standardization, in the process of neural network modeling, data standardization can effectively prevent 

gradient explosion. In addition, data standardization has the effect of unifying the scale, reducing the training time, 

and balancing the feature contribution. Since the neural network contains a large number of sigmoid activation 

functions and tanh activation functions, the use of [0,1] values is prone to gradient disappearance, so this paper 

chooses to use z-score standardization. 

Finally, the data division, this paper in accordance with the ratio of 7:3 split the data set into training data set and 

test data set, in which the training data set is mainly used to allow the model to learn autonomously, while the data 

set used for testing is used to test the specific effect performance of the learned model. Considering that the 

German credit data shows some imbalance, in order to solve the sample imbalance problem, SMOTE 

oversampling technique is used before dividing the dataset. 

The structure of the neural network and the setting of the parameters are more dependent on the experience of 

experts, a three-layer BP neural network can fit a function of arbitrary complexity with arbitrary accuracy, because 

having a hidden layer is enough to build a model of personal credit assessment. The input and output layers of the 

BP neural network are determined by the size of the input and output vectors, and the number of inputs is the 

characteristic dimension of the data. The number of inputs of the model in this study is determined by the number 

of attribute indicators of credit data in Germany, Australia and Japan. The personal credit assessment model is to 

predict possible defaults after inputting multidimensional feature data, so the output of the model is 1 or 0, and 

the output dimension is 1. The number of neurons in the hidden layer is determined by the empirical formula

1 2n n n a= + + , where 1n is the number of nodes in the input layer, 2n is the number of nodes in the output layer1 , 

and a is a constant from 1 to 10. The maximum number of iterations is set to 1000, the learning rate is 0.01, the 

minimum training objective error is 0.00001, the momentum factor is 0.01, the minimum performance gradient is 

set to 1e-6, and the maximum number of failures is 6. The number of input nodes of the EWOA-BP model on the 

three credit datasets of German, Australian, and Japanese credits are 20,14,15, and the optimal hidden layer 

number of nodes are 7,6,6. 

Evaluation indicators 

Multiple evaluation indicators exist for machine-learning models. Commonly employed metrics include accuracy, 

precision, recall, F-score, area under the curve (AUC), and receiver operating characteristic (ROC) curves. The 

evaluation metrics used include the algorithm's overall accuracy, its ability to accurately forecast both positive 

and negative samples, the trade-off between accuracy and recall, and the area under the ROC curve.  

When judging artificial intelligence models, precision and recall are very important factors, especially when 

datasets aren't balanced or when performance in finding specific classes is important. Precision is a metric that 

quantifies the accuracy of a model's positive class predictions, while recall measures the model's ability to identify 

positive class samples out of all the examples that are really positive. Precision and memory have a trade-off 

relationship. Recall and accuracy have an inverse relationship, meaning that as recall increases, precision 
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decreases, and vice versa. This occurs because while attempting to identify additional positive class samples to 

increase recall, there is a higher likelihood of incorrectly identifying negative class samples as positive, resulting 

in a decrease in the precision rate. On the other hand, if we exercise caution in selecting only highly certain 

positive class examples (enhancing precision), we may overlook some genuinely positive class samples, resulting 

in a decrease in recall.  

The F1 score, a commonly used metric, combines precision and recall by calculating their reconciled average. 

The F1 score is a concise metric that evaluates a model's ability to balance precision and recall in its performance. 

For this study, we have selected accuracy, AUC, F-score, and ROC curves as the evaluation metrics for the 

classification model. We choose these metrics by combining several assessment indices of the model. We can use 

TP, TN, FP, and FN values to determine accuracy, precision, recall, F-score, and AUC. 

TP represents the instances where the model correctly predicts positive values, TN represents the instances where 

the model correctly predicts negative values, FP represents the instances where the model incorrectly predicts 

positive values, and FN represents the instances where the model incorrectly predicts negative values. The 

following are mathematical expressions for various model evaluation indicators: 

+
=

+ + +

TP TN
Accuracy

TP FP TN FN
                                  (16)   

=
+

TP
Precision

TP FP
                                           (17) 

=
+

TP
Recall

TP FN                                            (18) 

 

2 
=

+
score

Precision Recall
F

Precision Recall                                      (19) 

Experimental results and comparative analysis 

Cross-validation is a commonly used method for model evaluation, cross validation divides the dataset into 

multiple subsets, one of which is used as the test set and the others as the training set, and then repeats the process 

several times, each time a different subset is selected as the test set, and finally averages the results of the multiple 

tests. In this paper, we adopt the ten-times cross-validation method, and get the final evaluation results by 

calculating the average performance index of the 10-times cross-validation, which avoids the dependence on a 

single test set and improves the model's generalization ability, reliability and stability. 

In order to evaluate the efficacy of the proposed EWOA-BP model for credit assessment, a comprehensive 

comparison was conducted. The EWOA-BP model was pitted against both prevalent machine learning 

classification models and swarm intelligent optimization algorithms. This evaluation encompassed three datasets 

and six key performance indicators. The models under comparison encompassed SVM, ELM, RF, RBF, BP, as 

well as various swarm intelligence optimized versions of BP, namely PSO-BP, GA-BP, DE-BP, GGO-BP, WOA-

BP, and our proposed EWOA-BP. The outcomes of this evaluation are presented in Table 5 and Table 6, where the 

top performers for each evaluation criterion are emphasized in bold.  

Table 4 gives the three credit datasets studied in this paper, and Tables 5 and 6 give the performance of each model 

on the three credit datasets in Germany, Australia and Japan. In order to better reflect the performance of the 

EWOA-BP model proposed in the paper, we compare the EWOA-BP model with five machine learning models, 

namely, SVM, ELM, RF, RBF, and BP, respectively, and the results are detailed in Table5; meanwhile, we also 

compare it with the swarm intelligent optimization algorithms, PSO-BP, GA-BP, DE-BP, GO-BP and WOA-BP, 

and the results are detailed in Table 6.  

In particular, the F1 score is often used as a statistical metric to assess the accuracy of binary classification 

algorithms. This metric balances the precision and recall of the classification model and provides a balanced 

measure of the model's performance in the classification task. It is often used to assess the effectiveness of 



Computer Fraud and Security  

ISSN (online): 1873-7056 

 

 
465 

 Vol: 2025 | Iss: 1 | 2025 

 

classification models. the higher the F1 score, the more effective the experimental approach. 

The results in Table5 show that the EWOA-BP model has the highest accuracy on all three datasets, the largest 

AUC values on all three datasets, and the best F1 values on two occasions when compared to the five machine 

learning models, SVM, ELM, RF, RBF, and BP. The results in Table 6 show that the EWOA-BP model has the 

highest accuracy on all three datasets, the largest AUC value on all three datasets and obtains the best F1 value 

twice when compared with the five swarm intelligent optimization algorithms PSO-BP, GA-BP, DE-BP, GWO-

BP and WOA-BP.  

Moreover, it is easy to see that the EWOA-BP model outperforms the German credit dataset in both comparisons 

of the Australian and Japanese credit datasets, especially in the Australian dataset where the best performance is 

obtained for both. Further analysis of the dataset shows that the German credit dataset is unbalanced with a ratio 

of good to bad credit of 7:3. In order to obtain better experimental results, the German credit data was balanced 

by performing the SMOTE stochastic oversampling process. Figure 5 gives a comparative analysis of the 11 

algorithms before and after data balancing in terms of three important evaluation metrics: accuracy, AUC take and 

precision. After the SMOTE random oversampling data balancing process, the accuracy, AUC value and precision 

rate of the 11 algorithms are improved to some extent. 

The accuracy rate is easily affected by the sample imbalance, and if a certain category has a majority of samples, 

the model may tend to categorize all samples into this category. After the data is balanced, the accuracy rate 

increases, meaning that the model does a better job overall. The AUC value reflects the model's ability to 

categorize positive and negative samples under different thresholds, and an increase in the AUC value indicates 

that the model's ability to differentiate between positive and negative samples improves, and the false positive rate 

decreases, which indirectly influences the accuracy rate The increase of AUC value indicates that the model's 

ability to distinguish between positive and negative samples is improved, and the false alarm rate is reduced, 

which indirectly affects the improvement of accuracy rate. Accuracy rate is a measure of the proportion of samples 

predicted by the model to be positive that are actually positive, which reflects the accuracy of the model's 

prediction results. In credit evaluation, we pay more attention to defaulted loans as positive examples and non-

defaulted loans as negative examples. When the accuracy ratio is higher, it means that we screen out the defaulted 

loans more accurately and reduce the possibility of misjudgment, which will effectively reduce unnecessary 

economic losses. Also the comparison results reflect the importance and necessity of data preprocessing. In order 

to solve the challenges of the dataset and reduce the negative impact on the experimental results, data 

preprocessing is performed in this study through 4 steps. 

ROC and AUC are widely used as important evaluation methods for model performance metrics. Among them, 

the ROC curve describes how the classifier performance varies with the classifier threshold. The ROC curve plots 

sensitivity on the vertical axis and 1-perpendicularity on the horizontal plane. Subsequently, a region is created 

below the curve, bounded by a straight line at a 45-degree angle, called the Area Under the Curve (AUC). The 

size of the AUC is directly related to the quality of the judgments, with a larger AUC indicating higher quality 

judgments. The closer the value of this area is to 1, the better the recognition ability. Generally speaking, the AUC 

value of a suitable model is not less than 0.5.  

Table 5 and Table 6 gives the results of the EWOA-BP model on a total of three credit data in Germany, Australia, 

and Japan, respectively, with the five models of machine learning (SVM, ELM, RF, RBF, and BP), the five models 

of swarm intelligent optimization algorithm (PSO-BP, GA-BP, DE-BP, GGO-BP, WOA- BP, WOA-BP) with 

comparative analysis of ROC curves. It is easy to see that on the Australian credit and Japanese credit datasets, 

the AUC values of the selected comparison models are more than 0.8, and the EWOA-BP model performs even 

better, with the AUC values of the two datasets exceeding 0.9, which reflects that the EWOA-BP model has a high 

classification ability. However, on the German credit dataset, the EWOA-BP model still performs better, but the 

overall performance of the models is average, with some correlation with the data itself. The combined excellent 

performance of the EWOA-BP model on the three datasets demonstrates the effectiveness and robustness of the 

model.  

Although the EWOA-BP model performs well on all three classical credit datasets, the experimental results are 

somewhat dependent on the datasets, and further optimization of the model and good feature engineering of the 



Computer Fraud and Security  

ISSN (online): 1873-7056 

 

 
466 

 Vol: 2025 | Iss: 1 | 2025 

 

experimental data are needed to better enhance the classification effect and reflect the robustness of the model. 

Especially when encountering larger data sample sizes and complex datasets in the future, this is the work we 

need to further explore in the future. 

Taken together, our EWOA-BP model outperforms the other standard classifiers on most of the assessment metrics 

on all three credit assessment datasets. An exhaustive survey establishes that the EWOA-BP model is efficient 

and superior for credit assessment. In addition, the performance of the Random Forest (RF) model and the GA-

BP model is also impressive. 

Table 5 Performance of machine learning classifiers on test sets with different datasets 

 

Table6 Performance of intelligent optimization classifiers on test sets with different datasets 

Dataset Classifier Accuracy AUC F-score 

German 

PSO-BP 0.7548 0.7822 0.8282 

GA-BP 0.7808 0.7847 0.8589 

DE-BP 0.7352 0.7413 0.8127 

GWO-BP 0.761 0.7725 0.8374 

WOA-BP 0.7733 0.7842 0.8531 

EWOA-BP 0.7836 0.7858 0.8521 

Australian 

PSO-BP 0.8553 0.9229 0.8289 

GA-BP 0.8706 0.9235 0.8618 

DE-BP 0.8393 0.8543 0.837 

GWO-BP 0.8435 0.8952 0.8428 

WOA-BP 0.8572 0.9217 0.8383 

EWOA-BP 0.8731 0.9265 0.8718 

Japanese 
PSO-BP 0.8325 0.8941 0.8402 

GA-BP 0.8725 0.9206 0.8841 

Dataset Classifier Accuracy AUC F-score 

German 

SVM 0.75 0.7625 0.8314 

ELM 0.7438 0.7732 0.8222 

RF 0.7793 0.7812 0.8519 

RBF 0.7242 0.7323 0.8067 

BP 0.7623 0.7752 0.8451 

EWOA-BP 0.7836 0.7858 0.8521 

Australian 

SVM 0.8443 0.9139 0.8229 

ELM 0.8325 0.8862 0.8368 

RF 0.8596 0.9185 0.8558 

RBF 0.8283 0.8453 0.8310 

BP 0.8462 0.9127 0.8323 

EWOA-BP 0.8731 0.9265 0.8718 

Japanese 

SVM 0.8399 0.8918 0.8529 

ELM 0.8215 0.8851 0.8342 

RF 0.8645 0.9186 0.8781 

RBF 0.8102 0.8766 08203 

BP 0.8428 0.9014 0.8547 

EWOA-BP 0.8726 0.9218 0.8667 
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DE-BP 0.8212 0.8856 0.8263 

GWO-BP 0.8509 0.9008 0.8589 

WOA-BP 0.8538 0.9104 0.8607 

EWOA-BP 0.8726 0.9218 0.8667 

 

   

Figure 5 Comparison analysis of data balancing results on German dataset 

Figure 6 provides a comparative study of the accuracy of each classification model on both the training and test 

sets in order to delve deeper into their correctness. See Figure 6 for details. 

When comparing the five classes of machine learning models (SVM, ELM, RF, RBF, and BP) with EWOA-BP, 

it is not surprising that RF and EWOA-BP outperform the others on both the training and test sets. However, 

EWOA-BP performs particularly well on the test set and places more emphasis on accuracy in this regard. The 

swarm intelligence optimization algorithms PSO-BP, GA-BP, DE-BP, GGO-BP, and WOA-BP were tested on 

three credit assessment datasets. GA-BP and EWOA-BP did better on both the learning set and the testing set. 

However, EWOA-BP outperforms the others specifically on the test set, indicating its effectiveness and robustness. 

 

 

Figure 6 Comparison of accuracy of different classifiers on different datasets 
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CONCLUSION AND PROSPECTS 

This study introduces a personal credit assessment model (EWOA-BP), which is based on the enhanced whale 

algorithm optimization and uses a BP neural network. We initially present a multi-strategy Improved Whale 

Algorithm (EWOA), and to achieve a balance between discovery and extraction, we incorporate a novel nonlinear 

reduction technique utilizing the function of cosine. Moreover, the method employs a unique exploration strategy 

that harnesses the leader's adaptive tangential flight to reduce the risk of stumbling into the ideal local location. 

Additionally, the program employs an innovative exploitation strategy to accelerate the rate of convergence while 

maintaining precision. To test the proposed whale optimization algorithm, we first verify the effectiveness of the 

derived improved whale algorithm (EWOA) using 23 classical benchmark functions. Then, we use the improved 

whale algorithm to optimize the neural network and construct the EWOA-BP model. Finally, we experimentally 

validated the model on three credit assessment datasets: Germany, Australia, and Japan. When comparing different 

machine learning models like SVM, ELM, RF, RBF, and BP for 5-class classification and Swarm Intelligence 

Optimization Algorithm models like PSO-BP, GA-BP, DE-BP, GWO-BP, and WOA-BP for the same classification 

task, the EWOA-BP model does better at judging people's credit. Therefore, we can conclude that the EWOA-BP 

algorithm is both effective and highly competitive. 

However, the research content of this paper still has some room for expansion, and further research can be carried 

out in the following directions in the future. Firstly, EWOA algorithm has good optimization ability and stability, 

in order to better play the performance of the algorithm, can consider the EWOA algorithm to extend to multi-

objective optimization problems, in order to solve more complex practical applications, such as: how to use the 

algorithm to solve the actual engineering problems is the future direction of research. Secondly, At the same time, 

EWOA algorithm can be combined with other intelligent technologies, such as neural networks, deep learning, 

etc., to improve the adaptability and learning ability of the algorithm. For example, in the future, we can consider 

using population initialization and boundary control techniques to enhance the effectiveness of EWOA, and using 

EWOA-BP model to cope with various challenges in the real world, so as to achieve better classification results. 
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