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Abstract:  

In order to improve the prediction accuracy of coal and gas outburst in the case of missing data, a coal and gas 

outburst prediction model based on MICE_NN interpolation algorithm and improved Pathfinder Algorithm 

(IPFA) optimized Extreme Learning Machine (ELM) is proposed. Firstly, the correlation analysis of various 

indicators affected by coal and gas outburst is carried out, and the MICE_NN algorithm is used to interpolate 

the missing values, which is easy to obtain more sufficient information from incomplete data sets and improve 

the prediction effect and accuracy of the model. Secondly, the Pathfinder algorithm is jointly improved by 

introducing the evolutionary boundary constraint processing scheme, Levy flight strategy and group fitness 

variance strategy to improve its global optimization ability, so as to optimize the relevant parameters of ELM 

and construct the coal and gas outburst prediction model. Finally, the measured data interpolated by MICE_NN 

are used as samples for experimental verification, and the proposed algorithm is compared with single machine 

learning and ensemble algorithms. The results show that the data quality based on MICE_NN interpolation is 

significantly better than the data without interpolation. The classification accuracy, recall rate and   of 

IPFA_ELM model based on MICE_NN interpolation are significantly higher than those of other comparison 

models. It provides a new idea and method for coal and gas outburst prediction, and provides a strong reference 

basis for the next step of gas outburst prevention and control. 

Keywords: coal and gas outburst prediction, missing data, multiple imputation by chained neural networks 

method, improved pathfinder algorithm, extreme learning machine 

INTRODUCTION 

Coal and gas protrusion refers to a complex, nonlinear protrusion and uncontrolled evolution of catastrophic 

behavior in which a large amount of coal and rock in the mining space carrying a large amount of gas suddenly 

rushes into the mining space [1, 2], and its frequent occurrence in China's coal industry has become the number 

one problem of production safety [2]. With the increasing depth and intensity of mining, the upper plate of the 

positive fault has become a key factor in the occurrence of coal and gas protrusion [3], which poses a serious 

threat to the personal safety of coal miners and the production stability of the mine. Therefore, scientific and 

accurate prediction of coal and gas protrusion accidents is currently a key factor in the production safety of China's 

coal industry. 

So far, numerous academics, both domestically and internationally, have extensively researched coal and gas 

protrusion prediction, and the coal and gas protrusion prediction methods can be broadly divided into two 

categories: traditional mathematical models and machine learning models. Traditional mathematical models 

generally use Fisher's criterion [4, 5], hierarchical analysis [6, 7] and fuzzy comprehensive evaluation method [8] 

to quantify, assign weights to selected attributes and calculate the correlation degree of protrusion level, so as to 

carry out comprehensive evaluation of protrusion level in the target area. These methods have more subjective 

factors and are easily affected by the original data. Among the machine learning methods, neural networks [9] 

and support vector machines [10] are extensively researched in the realm of coal and gas prominent forecasting. 

The precision of predicting coal and gas protrusion is enhanced by these algorithms, but the model training process 

needs to set the parameters and models artificially based on experience, and the operation is cumbersome. 

In recent years, scholars have begun to use intelligent optimization algorithms combined with machine learning 

algorithms aiming to enhance the precision of predicting coal and gas protrusion while minimizing manual 

procedures. Li et al [11] combined fruit fly algorithms and random forest algorithms to construct protrusion 

prediction models; Wen &Su [12] used chained SVM to interpolate the missing data of coal and gas protrusion 

and optimized the limit learning machine using whale optimization algorithms to achieve protrusion intensity 

prediction; Sun [13] used rough set to approximate attributes and particle swarm algorithm to optimize SVM to 

establish a prediction model; Wu et al [14] combined genetic algorithm and simulated annealing algorithm to 

optimize BP neural network to achieve protrusion intensity prediction. 
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The above research results reveal that coal and gas protrusion is a complex nonlinear problem from different 

methods, and improve the prediction accuracy of coal and gas protrusion to a certain extent. However, after the 

occurrence of coal and gas herniation accidents, the detection equipment is destroyed, resulting in a small amount 

of accident data and sometimes missing. The small amount of this data leads to overfitting of the prediction model 

and the inherent defects of the model: the genetic algorithm and the whale algorithm need to regulate more 

parameters; the generalization ability of the SVM is weak; the FOA and PSO algorithms converge quickly and 

are prone to fall into the local optimum, etc. All of them will affect the prediction accuracy and convergence 

performance to a certain extent. 

In view of this, this paper proposes a Multiple Imputation by Chained Neural Networks (MICE_NN)-improved 

pathfinder optimization algorithm (IPFA) optimization Extreme Learning Machine (ELM) for coal and gas 

protrusion prediction model. Firstly, correlation analysis and MICE_NN interpolation are performed on the 

missing samples to obtain the input variables; secondly, to address the problems of the PFA algorithm's individual 

transgressions and the tendency to fall into the local optimum, the transgressions are handled by the evolutionary 

boundary constraints processing mechanism, and the Lévy flights and the population fitness variance strategy are 

used to help the algorithm jump out of the local optimum and improve the global optimization seeking ability of 

optimization and the improved IPFA is used to optimize the ELM's hyper-optimization algorithm. IPFA optimizes 

the hyperparameters of ELM, and constructs the coal and gas protrusion prediction model of IPFA_ELM. 

Example verification and comparison with other model analysis, the predictive model introduced in this document 

exhibits greater precision. 

MODEL DESIGN AND IMPLEMENTATION 

Mice_Nn 

Missing data is an important issue in data quality research [15], especially for coal and gas protrusion data, due to 

the small sample size, accident data is difficult to obtain makes the interpolation of missing data becomes 

particularly important. In this paper, through correlation analysis, we found that there are some nonlinear 

relationships between coal and gas protrusion data, and the correlation coefficients of its factors are shown in 

Table 1. 

Table 1. Pearson correlation coefficient of each factor 

 gas content gas pressure porosity 
Coal seam firmness 

factor 

Gas Discharge Initial 

Velocity 

gas content 1 0.531 0.102 -0.373 0.675 

gas pressure 0.531 1 0.004 -0.117 0.432 

porosity 0.102 0.004 1 -0.119 0.106 

Coal seam firmness 

factor 
-0.373 -0.117 -0.119 1 -0.433 

Gas Discharge Initial 

Velocity 
0.675 0.432 0.106 -0.433 1 

 

Neural networks have strong nonlinear fitting ability and perform well in geological missing data interpolation 

[16]. Aiming at the characteristics of coal and gas protrusion data, this paper proposes a chain neural network 

multiple interpolation method, the whole interpolation process is shown in Figure 1, which contains three core 

steps of transmission, training and fitting and complementation, the specific process: 

Step 1: MiceImputer() function passes data multiple times. 

Step 2: MLPRegressor() The function is trained to fit the observable data using a single hidden layer forward 

neural network. 

Step 3: Imputer(). fit_transform() The function fills the missing matrix by integrating the results obtained in the 

previous step into a set of results according to the principle of optimality. 
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Figure1. Interpolation process of MICE_NN method 

ELM 

ELM functions as an algorithm for learning neural networks with a feed-forward approach that consists of input, 

hidden and output layers. Compared with traditional feed-forward neural networks, ELM is randomly initialized 

at the connection weights and hidden layer thresholds, and adopts the interval-minimizable activation function to 

compute the hidden layer outputs, and obtains the connection weights through simple matrix operations. The 

benefits of ELM include its straightforward design and rapid learning capabilities, and this document suggests 

employing the ELM model for forecasting coal and gas outflow. By introducing the improved PFA algorithm to 

solve the ELM's and the problem of weak model generalization ability and unstable prediction effect caused by 

random initialization, and then improve its prediction accuracy in coal and gas herniation. 

PFA 

The PFA algorithm is a novel heuristic algorithm inspired by the behavior of group animal communities and their 

leadership systems [17], which performs well in terms of global and local search capabilities by collaboratively 

searching for a globally optimal solution through communication between two roles, the pathfinder and the 

follower. The algorithm has the advantages of being easy to understand, high performance, and easy to operate 

and implement, and has certain advantages in parameter optimization applications. However, PFA adopts the 

treatment of pulling back the boundary for the transgressing individuals, and this operation causes the 

transgressing individuals to gather at the solution boundary, which is prone to affect the algorithm's population 

diversity and reduce the speed of convergence; the follower tends to learn from the pathfinder in PFA, which is 

prone to fall into the local optimum problem. 

IPFA Design 

Evolutionary boundary constraint handling scheme 

The PFA algorithm adopts the way of pulling back at the boundary to deal with the transgressing individuals, 

which causes the transgressing individuals to gradually gather at the solution boundary in the iterative process, so 

that the diversity of the population will be reduced and the rate at which the algorithm converges will likewise be 

influenced. In this paper, we introduce the evolutionary boundary constraint processing mechanism proposed in 

the literature [18] to process the transgressing individuals in order to improve the performance of the algorithm. 

The processing method is as follows: 

𝑋𝑖
` = {

𝑎1 × 𝑙𝑏𝑖 + (1 − 𝑎1) × 𝑋𝑝, 𝑋𝑖 < 𝑙𝑏𝑖

𝑎2 × 𝑢𝑏𝑖 + (1 − 𝑎2) × 𝑋𝑝, 𝑋𝑖 > 𝑢𝑏𝑖
                                                (1) 

Where 𝑋𝑖
′represents the individual's location post-border crossing and 𝑋𝑖is the current position of the individual 

that crossed the border, 𝑎1 and 𝑎2 represent arbitrary figures within the range [0,1], ub and lb represent the 

population's maximum and minimum limits, in that order,𝑋𝑝is the current location of the pathfinder. 

Lévy flight strategy 

In the PFA algorithm, followers will gradually gather around the pathfinder due to its erroneous guidance, and 

fall into a local optimum. To avoid this, this paper introduces a random walk strategy with a Lévy distribution 
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proposed in the literature [19]—the Lévy flight strategy—to perturb the position of the pathfinder and reduce the 

probability of the algorithm falling into a local optimum. The perturbation formula is as follows: 

𝐿𝑒𝑣𝑦(𝛽) = 0.05 ×
𝜇

|𝜈|
1
𝛽

                                                                 (2) 

Among them, 𝛽 = 1.5, and 𝜇 and 𝜈 obey a normal distribution, as expressed in Equation (3). 

𝜇 ∼ 𝑁(0, 𝜎𝑥), 𝜈 ∼ 𝑁(0, 𝜎𝑦) 

𝜎𝜇 = [
𝛤(1+𝛽) 𝑠𝑖𝑛(

𝜋𝛽

2
)

𝛤(
1+𝛽

2
)×𝛽×2

𝛽−1
2

]

1

𝛼

, 𝜎𝜈 = 1                                                           (3) 

Variance strategies for group fitness 

In the PFA algorithm, followers only learn from the pathfinder, and the search is prone to local optima. To this 

end, this paper introduces the group adaptability variance index𝜎2proposed in the literature [20] during the IPFA 

iterative update phase, which is a metric for judging the search state of IPFA. The calculation formula of𝜎2is as 

follows: 

𝜎2 =
1

𝑁
∑ [𝑓𝑖 − 𝑓𝛼]2𝑁

𝑖=1                                                                 (4) 

Where: N represents the size of the group of pathfinders;𝑓𝑖is the classification accuracy of individual i, %; and𝑓𝛼is 

the average classification accuracy of the group, %. 

𝜎2 can be used to determine the degree of fluctuation in the individual positions in the IPFA algorithm. A large 

fluctuation indicates that IPFA is in a global search state, while the opposite indicates that it is in a local or global 

convergence state. The IPFA search status is determined based on a comparison of the metric values𝜎2and𝜃with 

the thresholds, and the corresponding search operation is performed. If 𝜎2＞𝜃, it is judged that the position 

fluctuation of each individual is relatively large, and IPFA will continue to perform a global search. If 𝜎2 ≤ 𝜃 , it 

is judged that the position fluctuation of each individual is almost zero, and IPFA will locally converge. The two-

point crossover operation of the genetic algorithm will be introduced to locally update the position of each 

individual, so that IPFA can promptly and effectively escape from the premature convergence state. 

Construct the IPFA_ELM Model 

Input: training dataset, maximum number of iterations T, population size N, variance threshold for population 

adaptation 𝜃, number of neurons in the hidden layer l and activation function g(x). 

Output: IPFA optimizes ELM w and b. 

(1) Randomly initialize the position of each individual according to the ELM-optimized object. The position is a 

K-dimensional vector with respect to w and b, and its value range is [-1, 1]. 

𝐾 = 𝑠 × 𝑙 + 𝑙                                                                         (5) 

Where: s is the number of nodes in the ELM input layer. 

(2) Select the F1 index as the model fitness function as in Equation (6), record the location of the individual with 

the smallest fitness value and set it as the pathfinder. 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = 2 − 𝐹1𝑡𝑟𝑎𝑖𝑛 − 𝐹1𝑡𝑒𝑠𝑡                                                        (6) 

Where: F1trainis the score of the training set prediction model F1; F1testis the score of the test set prediction model 

F1; and Fitness is the model fitness function. 

(3) The pathfinder position is iteratively updated. The pathfinder position is updated according to Equation (7) 

and (8), and the out-of-bounds processing of the updated pathfinder position is performed using Equation (1). 

𝑋𝑝
𝑡+1 = 𝑋𝑝

𝑡 + 2𝑟1(𝑋𝑝
𝑡 − 𝑋𝑝

𝑡−1) + 𝐴 + 𝐿𝑒𝑣𝑦(𝛽)                                            (8) 
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Where: t represents the current iteration count; 𝑋𝑝
𝑡+1 , 𝑋𝑝

𝑡 , and  𝑋𝑝
𝑡−1 represent the updated position of the 

pathfinder, the current position, and the position of the previous generation of pathfinders, respectively;𝑟1is a 

random variable uniformly generated in the range [0, 1], representing the pathfinder's movement step factor; and 

A is a set of perturbation vectors, representing the randomness of the pathfinder's updated position. 

𝐴 = 𝑢1 ⋅ 𝑒
−2𝑡

𝑇                                                                        (8) 

where T is the maximum number of iterations and 𝑢1is a random vector in the range [-1, 1]. 

(4) Update the follower position according to Equations (9) to (11), and use Equation (1) to process the updated 

follower position for out-of-bounds processing. 

𝑋𝑖
𝑡+1 = 𝑋𝑖

𝑡 + 𝛼 ⋅ 𝑟2 ⋅ (𝑋𝑗
𝑡 − 𝑋𝑖

𝑡) + 𝛽 ⋅ 𝑟3 ⋅ (𝑋𝑝
𝑡 − 𝑋𝑖

𝑡) + 𝜀                                 (9) 

where 𝑋𝑖
𝑡+1, 𝑋𝑝

𝑡 , 𝑋𝑖
𝑡, and 𝑋𝑗

𝑡represent the updated position of follower i, the current position of the pathfinder, the 

current position of follower i, and the current position of follower j, respectively; 𝑟2and𝑟3are random variables 

uniformly generated in the range [0, 1], which represent the step length factors for moving with other followers 

other followers and the pathfinder; 𝛼and 𝛽are the interaction coefficient between followers and the attraction 

coefficient of the pathfinder to the followers, both of which are random numbers in the interval [1, 2]; 𝜀 is the 

perturbation vector, which provides random movement for all followers. 

𝜀 = (1 −
𝑡

𝑇
) ⋅ 𝑢2 ⋅ 𝐷𝑖𝑗                                                                 (10) 

where 𝑢2is a random vector in the interval [-1, 1] and 𝐷𝑖𝑗is the distance between followers i and j. 

𝐷𝑖𝑗 = ‖𝑋𝑖 − 𝑋𝑗‖                                                                     (11) 

Where𝑋𝑖represents the position of follower i and 𝑋𝑗 represents the position of follower j. 

(5) Calculate the group fitness variance 𝜎2. If 𝜎2 ≤ 𝜃, use the genetic algorithm's two-point crossover operator to 

locally update the positions of each individual. Otherwise, continue the global search. Use the updated positions 

of each individual as the initial positions of each individual for the next iteration. Repeat steps 3-5). 

(6) Output the PFA-optimized w and b and train the ELM to train and fit the coal and gas outburst data. 

Figure 2 displays the IPFA_ELM process for predicting coal and gas outbursts, utilizing MICE_NN. 

 

Figure 2. Forecasting methods for coal and gas eruptions 
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CASE STUDY 

Reflecting the actual situation of the Huainan mining area, combined with the research results of previous 

generations [10, 13]and following the principles of scientificity, systematicness and feasibility, the following five 

factors were selected as the parameters for predicting coal and gas outbursts: X1: gas content, in m3/t; X2: gas 

pressure, in is MPa; X3: porosity, unit is %; X4: coal seam strength coefficient; and X5: initial gas release rate, 

unit is mL/s. In addition, the severity of coal and gas eruptions is categorized into two tiers: 0 (absence of outburst) 

and 1 (exposure). 

The study chooses 133 distinct sets of sample data concerning coal and gas eruptions, including 71 groups of non-

accident data (no missing values) and 62 groups of accident data (including missing values). Table 2 displays a 

statistical overview of the accident data. 

Table 2. Statistics on description of accident data 

Indicator 
Number of 

groups 
Missing number Min Max Average value Standard deviation 

X1 62 0 7.12 26.00 12.15 4.04 

X2 62 0 0.28 4.54 1.86 1.05 

X3 48 14 2.94 9.60 5.70 1.70 

X4 47 15 0.12 2.00 0.55 0.35 

 

Data Interpolation 

Data interpolation is required when the missing rate in the data sample exceeds 15% [12]. If only complete data 

samples are used for training and prediction, this action will diminish the volume of crucial data present in the 

initial dataset, thereby affecting the training and prediction accuracy of the model. As can be seen from Table 2, 

the missing rates of the X3, X4, and X5 indicators are 22.59%, 24.19%, and 17.74%, respectively. Therefore, the 

MICE_NN method proposed this study utilized interpolated data to supplement the absent information on coal 

and gas eruptions, which were then employed in training and evaluating the predictive model. Table 3 displays 

the detailed statistical analysis of the completed data set. 

Table 3. Statistical analysis of the data post-interpolation 

Missing indicator Treatment method Number of groups Average value Standard deviation 

X3 
RD 48 5.70 1.70 

Mice_NN 62 5.40 1.70 

X4 
RD 47 0.55 0.35 

Mice_NN 62 0.59 0.30 

X5 
RD 51 9.90 4.70 

Mice_NN 62 10.00 4.40 

 

A comparison with the raw data (RD) shows that the difference between the mean and standard deviation [21] of 

the data after MICE_NN imputation and the original data is almost negligible, and the distributions before and 

after imputation can be considered to be approximately the same. 

Parameter Optimization 

The PFA_ELM and IPFA_ELM models use 120, 60, 100 and θ uses 10-4 as parameters, and the activation 

function employs the Sigmoid function. In the ELM algorithm, optimizing the number of neurons in the hidden 

layer is crucial to improving the prediction effect. To this end, the author refers to the ideas of the “trial and error 

method” and the “grid search method” to select the number of neurons in the hidden layer of the ELM model 

between the intervals [1, 50]. To reduce the randomness of the optimization, the author compared the classification 

accuracy of each parameter setting through five repeated trials, and finally determined that the optimal number of 

neurons in the hidden layer is 20. The changes in the individual fitness of the populations of the PFA and IPFA 

algorithms during the optimization process are shown in Figure 3. 
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Figure 3. Adaptation change before and after interpolation 

As can be seen from Figure 3, under the same experimental sample conditions, IPFA outperforms PFA in 

optimization efficiency and possesses a lower fitness score, suggesting IPFA's superior capacity to leap beyond 

local peaks compared to PFA. In addition, by observing the fitness of the four coupled models in Figure 3, it can 

be found that the IPFA algorithm with interpolated samples performs best, with the smallest fitness value of 

0.015589 and a faster convergence rate. The findings indicate that the MICE_NN interpolation technique 

introduced in this research is capable of significantly enhancing the data volume in coal and gas outburst samples, 

and the IPFA optimization algorithm demonstrates superior overall optimization potential and fast convergence 

speed. 

Model Evaluation Criteria 

In this paper, the prominent and non-prominent categories in the dataset are marked using the positive sample 

(category 0) and negative sample (category 1), respectively. The classification is shown in Table 4. True positive 

(True Positive) indicates that the prediction result of coal and gas outburst and the real result are both the number 

of outburst; True negative (True Negative) indicates that the prediction result of coal and gas outburst and the real 

result are both the number of no outburst; False Positive (False Positive) refers to the count of non-outburst 

samples identified as outburst samples, whereas False Negative (False Negative) denotes the tally of outburst 

samples deemed non-outburst samples. 

Table 4. Classification of coal and gas outburst prediction models 

Prediction category 
Real category 

Protrusion No protrusion 

Projecting True Positive (𝑇𝑃) False Positive (𝐹𝑃) 

No protrusion False Negative (𝐹𝑁) True Negative (𝑇𝑁) 

 

To evaluate the performance of the prediction model for identifying coal and gas outbursts, the accuracy 

(Precision), recall (Recall), accuracy (Accuracy) and value F1 were chosen to serve as the evaluative metrics for 

forecasting coal and gas. The calculation formulas are as follows: 

𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                               (12) 

𝑅𝑒 𝑐 𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                               (13) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                               (14) 

𝐹1 = 2 ∗
𝑅𝑒 𝑐𝑎𝑙𝑙∗𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒 𝑐𝑎𝑙𝑙+𝑃𝑟 𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                                                               (15) 

A higher precision indicates that the model has a stronger ability to predict samples without outliers; a higher 

recall indicates that the model has a stronger ability to predict samples with outliers; the accuracy intuitively 
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reflects the quality of the classification effect; the F1 value is the result of comprehensively considering the 

precision and recall rates, and is usually used to evaluate the effectiveness of the classification model. This paper 

mainly uses it to characterize the learning effect of the model with the number of training iterations. 

To verify the validity and practicality of the proposed model, the final experimental Precision, Recall, Accuracy 

and F1 are the average values of the classification results of 20 coal and gas outbursts, and multiple experiments 

are performed to reduce the noise impact of an abnormal experiment. 

IPFA_ELM Model Prediction Results 

To verify the effectiveness of the MICE_NN interpolation method and IPFA-optimized ELM, the author 

constructed interpolated and un-interpolated samples of the dataset. Both experimental specimens were arbitrarily 

split into training and testing groups in a ratio of 7 to 3. The IPFA_ELM model and PFA_ELM model were used 

to perform parameter optimization and compare the prediction results under the two sample conditions. The 

comparison of the model prediction results is shown in Table 5. 

Table 5. Predicted results before and after interpolation 

Model Data set Accuracy/% Precision/% Recall/% F1 value/% 

Accuracy of prediction with or 

without protrusion/% 

Protrusion No protrusion 

PFA_ELM 

Before 

interpolation 
90.63 90 81.82 85.71 81.82 95.24 

After 

interpolation 
92.5 94.44 89.47 91.89 89.47 95.24 

IPFA_ELM 

Before 

interpolation 
93.75 100 81.82 90 81.82 100 

After 

interpolation 
97.5 100 94.74 97.3 94.74 100 

 

Table 5 shows that after MICE_NN interpolation, the average prediction accuracy of the PFA_ELM and 

IPFA_ELM algorithms for the overall coal and gas data sets is improved by 1.87% and 3.75%, respectively; the 

values are improved by 7.65% and 7.3%, respectively; and the prediction accuracy for the prominent sample levels 

is significantly improved. Findings indicate the efficacy of MICE_NN interpolation in enhancing the forecasting 

accuracy of the prediction model. 

Furthermore, by comparing the performance of the IPFA_ELM and PFA_ELM models in predicting coal and gas 

outburst data samples, it was found that the ELM model optimized by IPFA outperforms the PFA optimization 

algorithm in several performance metrics. This shows that the MICE_NN-IPFA_ELM model has better prediction 

capabilities for coal and gas outburst risk prediction. 

To further verify the advantages of IPFA, the prediction results of the IPFA_ELM model and the PFA_ELM 

model were compared and analyzed under the condition of data set interpolation. The prediction results of the two 

models are shown in Figure 4. 

 

Figure 4. Prediction effects of different models 
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As can be seen from Figure 4, using the IPFA_ELM model to predict the data of the 40 test sets, only one sample 

does not match the actual situation, while the PFA_ELM model has three samples that do not match the prediction 

results. The research results show that the optimization method of IPFA significantly enhances the predictive 

ability of the ELM algorithm. Compared to the PFA_ELM model, the IPFA_ELM model demonstrates superior 

predictive performance and overall better results. 

IPFA_ELM Model Prediction Results 

In order to further demonstrate the superiority of the IPFA_ELM model in predicting coal and gas outburst risks 

compared to other models, we conducted a comparative analysis of the prediction performance of the IPFA_ELM 

model, SVM, ELM, IPSO_SVM, IPSO_ELM, and PFA_ELM models under the condition of dataset imputation. 

The number of misclassifications of outburst levels for different models can be found in Table 6, while the 

prediction results of different models can be viewed in Figure 5. 

Table 6. The number of misjudgments of outstanding level 

Model Average accuracy/% 
Number of false predictions for different levels of hazard 

No protrusion Protrusion 

SVM 85 0 6 

ELM 87.5 1 4 

IPSO_SVM 87.5 1 4 

IPSO_ELM 92.5 2 1 

PFA_ELM 92.5 1 2 

IPFA_ELM 97.5 0 1 

 

Table 6 shows that the IPFA_ELM model has the fewest number of predictions with prominent numbers and the 

fewest number of prominent prediction errors. Among them, the number of prominent misjudgments is 1, which 

is 4 less than the average of the single machine learning algorithms (SVM, ELM) and 1 less than the average of 

the ensemble algorithms (IPSO_SVM, IPSO_ELM, PFA_ELM). The model in this paper has stronger robustness 

in predicting coal and gas outbursts. 

 

Figure 5. Comparison of prediction effects of various models 

According to the results in Figure 5, the single machine learning algorithm performed poorly on the six indicators 

for coal and gas outburst prediction, while the integrated algorithms IPSO_SVM, IPSO_ELM, PFA_ELM and 

IPFA_ELM had better prediction results and generalization capabilities. This shows that the single machine 

learning algorithm is less adaptive in terms of coal and gas outburst prediction, and that the performance of the 

model can be improved by integrating intelligent optimization algorithms. Among the four integrated algorithms 

of IPSO_SVM, IPSO_ELM, PFA_ELM and IPFA_ELM, IPFA_ELM has the best prediction effect, and its results 
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of the six comparison indicators are better than those of the other prediction models. Therefore, the IPFA-

optimized ELM model based on MICE_NN interpolation has better stability and prediction effect in the prediction 

of coal and gas outbursts. 

CONCLUSION 

(1) The MICE_NN algorithm proposed in this study effectively addresses the issue of nonlinear missing values 

in coal and gas outbursts, significantly increasing the amount of information in coal and gas outburst sample data. 

At the same time, the algorithm avoids the problem of insufficient model training that could arise from relying 

solely on complete data samples, thus improving the accuracy of predictions for coal and gas outbursts, both with 

and without occurrences, as well as the overall prediction accuracy. The research findings reveal that the 

MICE_NN algorithm demonstrates a high level of effectiveness in handling missing data imputation issues. 

(2) In the traditional PFA algorithm, the evolutionary boundary constraint processing scheme can effectively deal 

with individuals in the population that cross the boundary. At the same time, the Lévy flight strategy and the group 

fitness variance strategy introduced can effectively prevent the PFA algorithm from falling into “premature” 

convergence. Under the condition of data set interpolation, the IPFA_ELM model has significantly improved the 

six comparison indicators and has a better prediction effect than the PFA_ELM prediction model. The results 

show that IPFA-optimized ELM has high effectiveness and can effectively improve the prediction performance 

of the ELM algorithm. 

(3) The IPFA_ELM model with and without prominent prediction of coal and gas with complex nonlinear 

characteristics is superior to traditional single machine learning and intelligent optimization integration algorithms. 

The research results reveal that the IPFA_ELM model based on MICE_NN can effectively enhance the prediction 

accuracy of coal and gas outburst events, while also demonstrating higher model generalization performance and 

more robust prediction outcomes. 
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